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MULTIMEDIA SYNCHRONIZATION WITH USER INTERACTIONS
USING INTERACTIVE EXTENDED FINITE STATE MACHINES

(IEFSMS)

Chung-Ming Huang* and Chian Wang
Institute of Information Engineering
National Cheng Kung University
Tainan, Taiwan 701, R.0.C.

Key Words: Multimedia, Synchronization, Extended Finite State Ma-
chines (EFSMs), User interactions.

ABSTRACT

One of the main and required characteristics of multimedia sys-
tems is the user-interaction service. The user-interaction service is an
essential requirement in some applications, e.g., Video-On-Demand
(VOD) and News-On-Demand (NOD). The user-interaction service
provides flexible multimedia presentations with user interactions. That
is, users are allowed to have on-line adjustment of the presentation
flow, e.g., skip some (boring) media units or reverse the presentation
direction, to have some special features. In this paper, we propose an
Interactive Extended Finite State Machine (IEFSM) model to specify
synchronization issues in multimedia presentations with user interac-
tions. By incorporating interrupt transitions and dynamic transitions
in the IEFSM model, dynamic behaviors resulting from user interac-
tions can be modeled using some IEFSMs. Using the IEFSM model,
intra-medium synchronization is handled by an Actor, which is for-
mally represented as an IEFSM; inter-media synchronization is handled
by a Synchronizer, which is also formally represented as an IEFSM.
The communication between IEFSMs is message-passing through some
First-In-First-Out (FIFO) queues. In this way, the dynamic behaviors
of user interactions, including reverse, skip, freeze-restart, and scale
can be represented in IEFSM-based multimedia synchronization speci-
fications.

I. INTRODUCTION

With the rapid progress and wide acceptance of
computer-based applications, the need for multime-
dia systems is growing dramatically in a variety of
fields, including business, manufacturing, education,
Computer-Aided Design(CAD)/Computer-Aided

*Correspondence addressee

Engineering(CAE), medicine, entertainment, etc. A
multimedia system combines text, graphics, image,
audio, video, and/or animation, to enhance informa-
tion presentations [8, 9]. Because of the com-
bination of several media streams, a multimedia
presentation should deal with not only intra-media
consistency issues but also inter-media consistency
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issues. That is. a smooth multimedia presentation
should maintain both intra-media synchronization and
inter-media synchronization [3]. Essentially, there
are two synchronization issues, i.e., temporal synchro-
nization and spatial synchronization [15, 18].
Temporal synchronization maintains the temporal
schedule of a multimedia presentation. Spatial syn-
chronization maintains the spatial layout of display-
ing media units in a multimedia presentation. In this
paper, we study the temporal synchronization issue
for multimedia presentations with user interactions.
These inte-ractions include reverse, skip, freeze-re-
start, and (re-)scale of the presentation speed.

Essentially, media can be classified into two
types: static media and continuous media. Static
media have no temporal properties within themselves.
Static media include still images, text, and graphics.
The presentation durations of static media are syn-
thetically determined by applications. Continuous
media contain sequences of media units. Audio,
video, and animation belong to continuous media.
Presentation durations of continuous media are em-
bedded.

There are two types of multimedia synchroni-
zation, i.e., intra-medium synchronization and
inter-media synchronization. Intra-medium synchro-
nization affects the rates of the presentations. Inter-
media synchronization deals with maintaining the
requirements of temporal relationships among media
streams, such as lip synchronization between video
and audio. A lot of control schemes and formal mod-
els have been proposed to achieve intra-medium and
inter-media synchronization controls [2, 5, 6, 10, 12,
14, 15, 20, 21]. The modeling of user interactions
becomes complicated in multimedia presentations be-
cause it should deal with issues in (1) both intra-me-
dium and inter-media synchronization, and (2) the
processing of dynamic user-interactions, which are
issued unpredictably. Several schemes have been pro-
posed to control multimedia synchronization with
user interactions [11, 13, 17], and several models have
been used to specify multimedia synchronization with
user interactions {7, 16, 19]. One type of approach is
to represent synchronization relationships using pro-
gramming-language-like paradigms [7, 19]. Using the
programming-language-like approach, all temporal
events are described as a set of procedures. Tempo-
ral events in these procedures are executed either se-
quentially or in parallel. Another type of approach is
to use state-transition models to describe the control
flow of composed components that are involved in
the presentations [16]. In [16], the Augmented
Object Composition Petri Nets (AOCPN) model is
proposed. This model has formal specification and
modeling of multimedia synchronization with user in-
teraction. Programming-language-like approaches

can specify dynamic behaviors of multimedia syn-
chronization, but the representation of control flow
is not explicit. On the contrary, the AOCPN model
can specify the control flow very clearly. But the
AOCPN model is not capable enough to specify (1)
the dynamic behaviors of multimedia synchroniza-
tion, and (2) the re-synchronization actions that are
adopted to eliminate asynchronous anomalies. Thus,
the AOCPN model can specify the static configura-
tion of multimedia synchronization with user inter-
actions [16].

The Finite State Machine (FSM) model has been
widely used in formal modeling. For example, the
Communicating Finite State Machine (CFSM)
[4] model has been used in the formal modeling of
communication protocols. In [12], our research
colleagues have used the Extended Finite State
Machines (EFSMs) to have formal specifications
of multimedia synchronization control. By extend-
ing the EFSM, we propose a hybrid model in this
paper. This model is called the Interactive Ex-
tended Finite State Machine (IEFSM) model, to
specify multimedia synchronization with user inter-
actions.

The IEFSM model contains two parts: the state-
transition part and the programming language part.
The state-transition part provides the capability of
explicitly describing synchronization control flow;
while the programming language part, which contains
variables and operations on the variables, provides
the capability of describing dynamic behaviors in
multimedia synchronization. That is, the program-
ming language part can assist the representation of
the state-transition part. As a result, the dynamic con-
figuration contained in the multimedia synchroniza-
tion with user interactions can be modeled using
IEFSMs. Additionally, some asynchrony anomalies
may exist at any time, e.g., when users interrupt the
presentation stream. Thus, multimedia presentations
need to be re-synchronized after the processing of user
interactions is finished. That is, some re-synchroni-
zation actions should also be adopted in the process-
ing of user interactions. Using the proposed IEFSM
model, the re-synchronization actions can also be
modeled.

There are two types of IEFSMs in IEFSM-based
specifications of multimedia synchronization with
user interactions: Synchronizer IEFSMs and Actor -
IEFSMs. A Synchronizer IEFSM controls inter-me-
dia synchronization. An Actor IEFSM controls intra-
medium synchronization. With the cooperation and
the coordination of Synchronizer and Actor IEFSMs,
synchronous multimedia presentations with user in-
teractions, e.g., reverse, skip, freeze-restart, and scale,
can be formally modeled.

The rest of this paper is organized as follow.
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Section 2 introduces the formal definition of the
IEFSM model. Section 3 presents formal specifica-
tions of temporal relationships between two media
objects using the IEFSM model. Section 4 presents
an example of an IEFSM-based multimedia synchro-
nization specification that has no user interaction.
Section 5 points out the main synchronization issue
for processing user interactions. Section 6 presents
multimedia synchronization with user interactions
using IEFSMs. Section 7 has concluding remarks and
directions for future work.

II. THE IEFSM MODEL

In the Interactive Extended Finite State Machine
(IEFSM) model, an IEFSM is defined as a nine-tuple
(%, S, s0, V,E,D, P, A, 6), where

oY is the set of messages that can be sent or

received,

oS is the set of states,

o5, is the initial state,

oV is the set of variables,

o E is the set of predicates that operate on vari-

ables,

oD is the set of delay classes, which specify

some time constraints,

¢ P is the set of priority clauses,

e A is the set of actions that operate on variables,

¢ § is the set of state transition functions, where

each state transition function is formally rep-
resented as follows: SxIXE(V)XPxD—
2XA(V)XS.

In the IEFSM model, a state transition is denoted

S "‘51552”,which means that an IEFSM executes
transition 7T at state S, and then enters into state Sy; T
is called an outgoing transition of S; and an incom-
ing transition of S; and S is called the head state of
T. and S, is called the tail state of 7. Given a Sl—)Sz ,
the IEFSM remains in its head state S; during the ex-
ecution of T; when the execution of T is finished, the
IEFSM’s state is then changed to the tail state S,.
There are two parts in a transition: the condition part
and the action part. The condition part can contain
(1) an input event, (2) a predicate, which is a boolean
expression, (3) a time clause, which is represented as
~delay[fmin, fmax]”> and (4) a priority clause, which is
represented as “priority scale”. The action part can
contain output events and a number of statements that
operate on variables. If the execution of a transition
T has some time constraints, a time clause is associ-
ated with 7. The time clause of a transition identi-
fies when the transition should be executed if the
transition is executable. The priority clause of a
transition specifies the execution priority of the

T3

T2
Ty done, =F; priority=low o ‘
doney:=F ’ doney=T or pnonti'=h1gh
doney= done;=T and
?ChanA2.Finish e delayft), to] Ts doney=T
T2 doney:=T; & 'ChanA.Stop; !ChaﬂﬁL.AC‘;
1ChanA2.Stop; doney:=F;
T, 7ChanAL Finih goney:}l:f éCozznii_..Act;
done;:=T; oney:=r; o=t

Fig. 1. An example of of an IEFSM.

transition. If there is no priority clause, the priority
is middie. A transition T can be executed when (1)
the input event is available, (2) the predicate is true,
(3) its priority is the highest among executable
transitions at the IEFSM’s current state. If T is
associated with a time clause, let the time clause be
[£mins Imax]- When transition T is executable and T’s
priority is the highest among the executable transi-
tions, T should be executed between time #+fn;,
and time f+t,,,, Where t is the time the associated
IEFSM enters into T’s head state. If 7., is equal to
fmax, it means that T should be executed at time #+fyin.
Transitions are classified into two types: (1) sponta-
neous transitions: the transitions whose condition
parts have no input events, and (2) when transitions:
the transitions whose condition parts have input
events. The execution of a transition can be atomic
or un-atomic. An atomic transition, which is denoted
as AT, cannot be interrupted; an un-atomic transition,
which is denoted as T, can be interrupted and termi-

- nated.

IEFSMs communicate with each other via mes-
sage passing through a number of First-In-First-Out
(FIFO) bidirectional communication queues. Fig. 1
illustrates an example of an IEFSM', where a circle
represents a state, an arc represents a transition,”?
chan.m” represents that message m is input from chan-
nel chan, “! chan.m” represents that message m is out-
put to channel chan, “delay[1,, 1,]” represents the time
clause, and “priority n” represents the priority clause.
There are three states and five transitions in Fig. 1.
Transitions Ty, T4, and Ts are spontaneous transitions,
and transition T, and T3 are when transitions. When-
ever the IEFSM enters into state S, transition T is
executed. When the execution of Ty is finished, the
IEFSM’s current state is changed to state S;. The
priority clauses in transitions T4 and T are used to
decide which transition can be executed when more

'For simplicity. T represents TRUE and F represents FALSE in the figures of this paper.
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than one transition are executable. Transition T, has
a delay clause “delay[s;, t,]”, so T4 can be executed
between time [r+7y, t+1,] when its predicate “donel=
TRUE or done2=TRUE" is true, where ¢ is the time
the IEFSM enters into state S,. But if both transi-
tions T, and T are executable, transition T is selected
for execution because it has a higher priority than that
of T4.

During a multimedia presentation, the user may
want to control the sequence of the presentation flow.
Typical user interactions include reverse, skip, freeze-
restart, and scale. That is, users may (1) reverse the
direction of the presentation flow, (2) skip, either for-
wardly or backwardly, several media units or even
some media stages/objects, (3) freeze the presenta-
tion flow, and then restart the presentation flow
after some time units, and (4) (re-) scale the presen-
tation speed, either speed-up or slow-down. In the
proposed IEFSM model, synchronization mechanisms
are provided for describing user interactions to modify
the presentation flow. Since user interactions are
applied to on-execution presentations, the correspond-
ing user inputs are treated as interrupts to the associ-
ated IEFSMs. That is, currently executing transitions
must be pre-emptied. Additionally, users may skip
to any one of the presentation points, the tail states
of the transitions dealing with the corresponding user
inputs are thus dynamic. Therefore, the IEFSM model
provides two kinds of special transitions, which are
called interrupt transitions (I7s) and dynamic transi-
tions (DTs).

In the IEFSM model, the pre-emption is handled
by interrupt transitions (ITs). An input message
which resulted from a user interaction, i.e., a user
input, invokes the execution of an interrupt transi-
tion. That is, interrupt transitions will be executed
when the associated IEFSMs receive some user in-
teractions from user input channels. ITs can inter-
rupt the execution of un-atomic transitions®. ITs
themselves are atomic transitions.

Some user interactions, e.g., the skip operation,
which allows users to specify a new starting point of
a presentation, cause dynamic state changes in the
associated IEFSMs. Dynamic transitions (DTs) are
used to handle this requirement. The tail state of a
DT is decided at the run time. In other words, at the
specification stage, the tail state of a dynamic transi-
tion DT, becomes a variable, and the action part of
DT, contains some statements that are used to derive
the tail state after the execution of D7,;. An example
is a%Tf‘?llows: Let DT, be a dynamic transition and
S(i) = S(j). The relationship of S; and S; can be

1s
a4 el i in

'
—
e e
) 3 Vastarsh A _pe—et Sy a bofure te
waeguaist [a | (ra t€ra before b
N Cr ] : L]
[ra—
1p
ta e
[ Y—
Hﬁ*[_”u 1 t 1
Wameerst: [ & | b | haduring b (h) aoveriapsh
[
In 13
a

¢
) 4 finishes b
4

Fig. 2. Possible temporal relationships between twa objects.

J=i+k*x, where x is a parameter contained in the user
input message and k is a coefficient. DTs are inter-
rupt transitions, and are thus atomic transitions.

III. TEMPORAL RELATIONSHIPS IN THE
IEFSM MODEL

A multimedia presentation integrates several
media streams, which have different temporal char-
acteristics, to present information to users. Tem-
poral relationships among media streams can be
represented by remporal intervals [15]. Given any
two intervals, there are thirteen different ways in
which the two intervals may be related [1]. Fig. 2
depicts seven of the thirteen relationships; the remain-
ing ones are the inverse of relations (b)...(g) that are
depicted in Fig. 2.

Figure 3 depicts the formal specifications of the
seven temporal relationships using the IEFSM model,
in which Fig. 3-(a) depicts the configuration of chan-
nel connections. The seven temporal relationships
depicted in Figs. 3-(b)...3-(h) can be grouped into
four groups. (i) Equal and start: With these two rela-
tionships, the presentation of objects a and b starts at
the same time. Thus, the Synchronizer sends two Act
messages to Actors 1 and 2 to commence the presen-
tation. (ii) Before: Object b has to wait for 1, time
units after object a finishes its presentation. The de-
lay clause delay(t,, t,) in transition T, of Actor 2
handles the temporal gap. (iii) Meet: Object b starts
its presentation immediately after the presentation of
object a is finished. Thus, when the Synchronizer
receives the Finish message sent from Actor 1, the
Synchronizer sends an Act message to Actor 2 to com-
mence object b’s presentation. (iv) During and fin-
ish (overlap): The presentation of object a () has to
wait for ¢ time units after the presentation of object b
(a) is commenced. The delay clause delay(ty, ty) in
transition T, of Actor 1 (2) handles the temporal gap.

* A state S of an IEFSM I can accept user interactions when (1) I is at state S, and I is either (i) without executing any transition, or (ii)
executing an un-atomic transition, and (2) S’s outoging transitions have the corresponding interrupt transitions; otherwise, the user

interactions will not be accepted.
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Fig. 3. Formal specifications of the seven temporal relationsips using the [EFSM model: (a) channel configuration. (b) equal relationship.
(c) start relationship, (d) before relationship, (e) meet relationship, (f) during relationship, (g) overlap relationship, and (h) finish

relationship.

i User Interactions
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Fig. 4. The abstract architecture of IEFSM-based multimedia syn-
chronization with user-interactions.

t- g0t

bbb

IV. MULTIMEDIA SYNCHRONIZATION
USING IEFSMS

In this Section, we use the IEFSM model to for-
mally specify multimedia synchronization without
considering user interactions. Based on the hybrid
characteristic of the IEFSM model, the synchroniza-
tion control part and the dynamic data variables part
can be specified. In a formal synchronization
specification, the behavior of a data stream is repre-
sented as an IEFSM, which is called Actor IEFSM.

4
Video (V) Vil vaf val vyl vs | v
Audio (A) AL A A3 | A As | A
Stide (S) S s, S3

Fig. 5. An example of a multimedia presentation.

Inter-stream synchronization among media streams is
also represented as an IEFSM, which is called the
Synchronizer IEFSM.  The Synchronizer holds infor-
mation about temporal relationships among all
streams. Each Actor denotes one stream and controls
the data flow of the associated stream. That is,
intrastream synchronization is achieved in an Actor,
and in-terstream synchronization is achieved in the
Synchronizer. The communication between the Syn-
chronizer JEFSM and Actor IEFSMs are message-
passing through some FIFO queues. Fig. 4 shows the
abstract architecture of IEFSM-based multimedia syn-
chronization with user interactions.

For convenience, the multimedia presentation
depicted in Fig. 5 is used as an example for explana-
tion. In Fig. 5, there are three media streams: a video
stream (V), an audio stream (A), and a slide (image)
stream (S). The example contains six presentation
stages in video and audio streams, and three stages in
the slide stream. Thus, seven time stamps, tg, f|, ¢,
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(init)
donel:=T;
done2:=T;
done3:=T;
cstage=0;

direction:=ford;

ATy ATy, ATy

ATy ATy, ATy

Alsy ATgy ATgy

ATI,AT3,AT5: AT“.ATZI,AT31,AT41,AT51 ,AT61: AT23, AT43,AT63:
ATy, ATy, ATy: donel=T and ?SwithA1.Finish(Vend) ?SwithA3.Finish(Send)
done!=T and done2=T
done2=T and donel:=T; done3:=T;
done3=T 1SwithAl.Act;
1SwithAl.Act; ?S""?tlhizg?A ATy, ATyg, ATy, ATyy, ATsy, ATgp: AT
donel:=F; SWI Act; 2Quwi .

s i ?SwithA2 Finish(Aend o=
1SwithA2.Act; done2:=F; shifend 3222;1 Z:j
done2:=F; cstage:=cstage+1; done2:=T; dome3 =T
ISwithA3.Act; -
done3:=F;
cstage:=cstage+1;

(a)
(init) .
t
Video scount:=1; Siide felrlllc;)=F
now:=0; scount:=1;

Ty

?SwithAl.Act

ATl . AT2
T

ATy, — ———— AT, SwithA2 Act AT, 28withA3 Act

>

AT, L‘m[sﬂﬂ_ AT,. Now > no[scount] AT, €nd=T

1SwithA 1 Finish(scount); 2 e A Fimish(scouny 2; S —

= 1 !SwithA2. Finish(scount); 1SwithA3 Finish(scount);
scoun_ (.)— scount+1; scount:= scount+1; end:=F;
nowE now:=0; scount:= scount+1;

T, now < nofscount] T}, how < nofscount] 1. end=F .
PlayVideo(Vdata); PlayAudio(Adata); for i=1 to segcount[scount]
now:=now+1; now:=npow+1; PlaySlide(Sdata[scount, i],

duration[scount, i});
end for;
(b) end:=T,

Fig. 6. (a) Synchronizer IEFSM, and (b) Actor IEFSMs, for the presentation that is depicted in Figure 5.

f3. f4, ts, and te, which are called synchronization
points, are required. Synchronization points repre-
sent the time points where two or more media have
to start and/or end isochronously in the time axis. Ac-
cordingly, there are three Actor IEFSMs and a Syn-
chronizer IEFSM. Fig. 6 depicts the corresponding
Synchronizer and Actor IEFSMs. Each synchroniza-
tion point is denoted by a state in the Synchronizer
IEFSM. In the Synchronizer IEFSM, which is de-
picted in Fig. 6-(a), variables done,, done,, and done;
denote the presentation status of the V, A, and §
streams, respectively. Variable cstage denotes the

current presentation stage. Variable direction denotes
the flow direction, which is represented as ford in
default. The value of direction becomes back if the
flow direction is backward. The Synchronizer
IEFSM communicates with video, audio, and slide
Actor IEFSMs using channels SwithAl, SwithA2,
and SwithA3 respectively. The Synchronizer
IEFSM invokes a synchronous commencement of a
presentation stage by sending messages “Act” to Ac-
tor IEFSMs in transitions ATy to ATs. The end of a
presentation stage is denoted by receiving messages
“Finish”, which are sent from Actor IEFSMs, e.g., in



240 Journal of the Chinese Institute of Engineers, Vol. 21, No. 3 (1998)

transitions ATy, and AT, at state ), transitions AT,
AT,,, and AT>: at state S5, etc. Variables Vend, Aend,
and Send contain the currently finished presentation
stages of the video, audio, and slide Actor IEFSMs
respectively.

Figure 6-(b) shows the corresponding Actor
IEFSMs. When an “Act” message is received, Actor
IEFSM starts to present media objects. In the action
parts of Actor IEFSMs, procedures PlavVideo,
PlayAudio, and PlaySlide contain the corresponding
system routines to display the associated media ob-
jects. Actors for different media types have differ-
ent duration management schemes, depending on the
nature of the media. Actors of continuous media, such
as video and audio, need not to specify the durations
because continuous media contain their own tempo-
ral constraints; while Actors of static media, such as
the slide stream, must specify the presentation dura-
tions. The specification of presentation durations is
achieved by using an additional parameter, i.e.,
duration[scount], in the PlaySlide procedure. The
variable array segcount{scount] keeps the number of
segments of each stage for the slide stream.

Figure 7 depicts the corresponding interaction
sequence for the IEFSMs depicted in Fig. 6. When a
multimedia presentation is invoked, Actors wait for
the “Act” messages sent from the Synchronizer to
have the commencement of displaying media ob-
jects. In the video (audio) Actor IEFSM, which is
depicted in Fig. 6-(b), no[scount] contains the num-
ber of frames (segments) of the scouns™ presentation
stage, and variable now denotes the number of dis-
played frames (segments). In slide Actor IEFSM, the
duration of the current presentation stage is denoted
by a parameter, i.e., duration[scount], in the PlaySlide
procedure. At the end of each presentation stage, each
Actor IEFSM sends a “Finish” message to the Syn-
chronizer IEFSM to notify the end of the current
stage. When the Synchronizer IEFSM receives all
“Finish” messages sent from Actor IEFSMs, the Syn-
chronizer IEFSM advances to the next state and sends
“Act” messages to Actor IEFSMs to start the next
presentation stage.

. The predicate mechanism is an important fea-
ture in the IEFSM model. Without the predicate
mechanism, which is the situation in the pure Finite
State Machine (FSM) model, specifications of Actors
and the Synchronizer become very complicated. A
corresponding FSM-based specification for the mul-
timedia presentation depicted in Fig. 5 is given in the
Appendix.

V. THE MAIN SYNCHRONIZATION ISSUE
FOR PROCESSING USER INTERACTIONS

According to different media properties, each

Actor Synchronizer
IEFSM IEFSM

Act

Act

[

Fig. 7. The interaction sequence for Figure 6.

medium can adopt different intra-medium synchro-
nization policies when random processing delays
occur. For example, to keep visual continuity, video
streams can adopt the non-blocking synchronization
policy, in which the most recently displayed medium
unit is repeatedly displayed until the expected me-
dium unit arrives [12]. However, because it is non-
sense to re-display a segment of audio repeatedly,
audio streams can adopt the blocking synchroniza-
tion policy, in which the display is blocked until the
expected medium unit arrives [12]. Because of the
adopted synchronization policies, the displaying me-
dia units of different media streams may not be the
originally coupled ones when user interactions are
issued and the presentation is interrupted. That is,
the display of media streams may not be synchronous
when a user’s interaction input is received and each
medium stream’s presentation is interrupted and
paused temporarily.

In order to process user interactions conve-
niently, the concept of “flow index” can be adopted.
The flow index is a reference index from a given
presentation point to the initial presentation point.
Each medium stream is associated with a flow index
counter. The flow index counter is similar to the tape
index counters used in our home VCRs. A unit of a
flow index can be one or multiple atomic media units,
in which an atomic medium unit is an inseparable
unit of the video medium. For example, an atomic
medium unit for video streams is a frame. In this
paper, the x* flow index of medium stream § repre-
sents the x* medium unit of §. Thus, when a
medium unit of § is repeatedly displayed, S’s flow
index remains unchanged. The display length of a
flow index unit is the time duration of a video frame.
The time length of a medium’s flow index unit is
equal to the others’, but the data size may be differ-
ent from others’. Fig. 8 depicts an illustrative
example when the presentation is interrupted and
paused temporarily. Due to random processing
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A
video| [ NE— I E— ]
T interrupt point Tresume point
index=x index=w
Audio l ........ Iy[ ......................... wa ..................... |
Tinterrupt point T resume point
index=y index=w
Shide I ........ |zl ........................... {w{ ...................... |
T@merrupt point T!-esume point
index=z index=w »
time

Fig. 8. The asynchronous pheriomenon when a user interaction
issued.

delays, flow indices of video, audio, and slide streams
are x, y, and z respectively when the user issues an
interactive function. After processing the interactive
function, resume points of all media streams should
be the same, e.g., w, which is derived by using a re-
synchronization function Fy (x, y, z), where I is the
interaction type. Thus, the presentation will be re-
sumed synchronously.

The re-synchronization issue is resolved by
adopting different re-synchronization functions Fj,
where I is skip, reverse, scale, and freeze-restart. Let
medium stream i be in flow index x;, i=1..n, when the
presentation is temporarily paused. For the skip in-
teractive function, since the destination points are
specified by users, e.g., each medium stream skips to
the x'" medium unit, the presentation is resumed syn-
chronously from medium unit x, no matter what the
values of x|, xa, ..., x, are. That is, Fgp(xy, xg, ... %p)=X
for the skip interactive function.

For reverse, scale, and freeze-restart interactive
functions, presentations should also be resumed syn-
chronously. In order to have a synchronous resumed
presentation in the IEFSM model, we have slower
streams keep pace with the fastest stream. Thus, in
the forward presentation case, the new flow index is
set to the maximum value of media streams’ inter-
rupted flow indices, i.e., F;(xy, X3, ..., Xp)=
Maximum(xy, xa, ..., X,), I is scale or freeze-restart.
In the backward presentation case, the new flow in-
dex is set to the minimum/maximum value of media
streams’ interrupted flow indices, i.e., F(xy, x2, ...,
x)=Minimum(x, xa, ..., x,), I is scale or freeze-re-
start. That is, the re-synchronization function Fy is
to have slower streams skip some media units to keep
pace with the fastest stream.

In the forward to backward presentation case,
the new flow index is set to the maximum value of
media streams’ interrupted flow indices, for the re-
verse interactive function, i.e., F,eperse(X1, X2, ..o
x)=Minimum(x,, x, ..., x,). In the backward to for-
ward presentation case, the new flow index is set to
the minimum value of media streams’ interrupted flow

indices for the reverse interactive function. i.e.,
Froverse(X1s X2, ooy X)=Minimum(xy, xa. ..., x,). That
is, the re-synchronization function F,, is to have
slower streams skip some media units to keep pace
with the fastest stream.

VI. PRESENTATIONS WITH USER
INTERACTIONS

In this Section, we present multimedia synchro-
nization with user interactions using the IEFSM
model. Four user interactions that are adopted as the
illustration are reverse, skip, freeze-restart, and scale.

1. The reverse operation

The purpose of a reverse operation is to reverse

the presentation flow direction, i.e., from the forward
(backward) direction to the backward (forward) di-
rection. When a user wants to change the direction
of a multimedia presentation flow, the reverse opera-
tion can be invoked. Some states and transitions
should be modified/added in the original synchroni-
zation specifications without user interactions, e.g.,
the specification depicted in Fig. 6, to control the re-
verse operation. Based on the presentation flow de-
picted in Fig. 5, some states and transitions are added/
modified in the IEFSMs depicted in Fig. 6 to deal
with the reverse operation. Fig. 9 depicts the modi-
fied Synchronizer IEFSM, Fig. 10-(a) depicts the
modified Actor IEFSM for the video stream, and Fig.
10-(b) depicts the modified Actor IEFSM for the slide
stream. The modified Actor IEFSM for the audio
stream is similar to the modified Actor IEFSM for
the video stream. Thus, for simplicity, the modified
Actor IEFSM for the audio stream is not depicted.
Additionally, Figs. 9 and 10 don’t depict un-modi-
fied transitions because they can be referred in Fig.
6, i.e., only the modified/added transitions and states
are depicted.
_In Fig. 9, (1) a complement set of states, i.e.,
S;, and two complement sets of transitions, i.e., AT,
and AT;, which control the backward presentation
flow synchronization, and (2) a supplement set of
states, i.e., §’;, and some sets of transitions /T; and
AT;, ,AT; and LAT;, AT’; and AT ;, and AT}, which
are used for processing user inputs and re-synchroni-
zation when presentations are interrupted by users,
are added. In the backward presentation case, (1) the
Synchronizer sends messages “RAct” to Actors to
commence the start of a backward presentation stage,
(2) variable now is equal to no[scount] at the com-
mencement, (3) variable now becomes 0 when a
presentation stage is over, and (4) an Actor sends mes-
sage “RFinish” to the Synchronizer to indicate the
end of a backward presentation stage.
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— jeL.2ifi=2,4,0r6
AT'jj =1.3ifi=1, 3, 0r 5

AT;

S; €{Sp~ S}

ATis1 AT; €(AT) ~ ATg)

= j=1.2ifi=2,4,0r6

ATYy, i=1..6:
?swithA1.Finish
ATy, i=1..6:

?swithA2.Finish

AT'j3,i=2,4,0r 6:

?swithA3.Finish

AT, i=1..6:
7swithA 1. RFinish

AT, i=1..6:

?swithA2.RFinish

ﬁ'n, i=1,3, 0r 5:

?swithA3.RFinish

AT, i=1..6:
?SwithU.reverse
ISwithA 1.reverse;
ISwithA2.reverse;
1SwithA3.reverse;

AT o1 3ifi=1.3, or 5 Vquery:=F;
' Aquery:=F;
Squery:=F;
donel:=F;
—_ ATy, i=1.6: done2:=F;
AT;, i=1,3,0r 5: 7swithA1.stage(Vindex) done3:=F;
= operation:=reverse;
donel =T and Vquery:=T; direction:=back;
done2=T and
done3=T
AT, i=1..6: AT;3, i=1..6:
1Swi . iz ¢ s
di:;tlh:}l RAct ?swithA2.stage(Aindex) ?swithA3.stage(Sindex)
1SwithA2.RAct; Aquery:=T; Squery:=T;
done2:=F, .
!SwithA3.RAct; . —
done3:=F; qAT;, i=1.6: rqATi, i=1..6:

cstage:=cstage-1,;

operation=reverseand
direction=backand

A_T“,i=l..6i

?SwithA1.RFinish(Vend

donel:=T;

A_TiZ’ i=1..6:

?SwithA2.RFinish(Aend)

done2:=T,
K_T-B, i=1,3,0r5:

?SwithA3.RFinish(Send)

done3:=T;

JAT;, i=1..6:
?SwithU.reverse
ISwithA1.reverse;
1SwithA2.reverse;
'SwithA3.reverse;
Vquery:=F;
Aquery:=F;
Squery:=F;
donel:=F;
done2:=F,
done3:=F;
operation:=reverse;
direction:=ford;

operation=reverse and

direction=ford and

—_ Vquery=T and Vquery=T and

AT, 1=2,4, 01 6: Aquery=Tand Aquery=Tand

donel=T and Squery=T Squery=T

dome2 T if equal(Vindex, Aindex, Sindex) if equal(Vindex, Aindex, Sindex)
!SwithAl.RAct; then index:=Vindex; then index:=Viqdex;_ ] ]
donel:=F: else index:=max(Vindex, Aindex, Sindex);  else index:=min(Vindex, Aindex, Sindex);
1SwithA2 RAct: endif endif

doned-=Fr 1SwithA 1.nstage(index); 1SwithA l.nstage(index);

done2:=F; 1SwithA2.nstage(index); !SwithA2.nstage(index);

cstage:=cstage-1; 1SwithA3.nstage(index); {SwithA3.nstage(index);

Fig. 9. Reverse state transitions of the Synchronizer.

Figure 11 depicts the interaction sequence for
the reverse operation. When the Synchronizer re-
ceives a reverse operation from users in the forward
(backward) flow direction, an interrupt transition ,IT;
(,IT}), i=1..6, is executed, depending on the current
state of Synchronizer. The SwithU channel that is in
transitions ,/T; and ,/7; can accept user input mes-
sages. That is, the user can execute user interactions
using some system-provided user interface, and
then the system transforms each user interactions to

the corresponding user input message. Interrupt
transitions IT;(,IT;), i=1..6, can receive reverse mes-
sages and output reverse messages to Actor IEFSMs
in the forward (backward) presentation situation.
Since some asynchronous anomalies may exist at
any instant of a presentation, a query processing is
invoked to decide whether these streams are currently
synchronous or not. The query of synchronous
situation can be achieved by adopting flow indices.
When an Actor IEFSM X receives the reverse
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T 2SwithA | reverse
I TISwithA |l stage(index);
over:=T;

. 7SwithAl.reverse
2 SwithAl stage(index);
over:=F;

Ty now < no[scount] and RPlay=F

PlayVideo(Vdata};
now:=now+l;

— l<now and RPlay=T
! RPlayVideo(video);
now:=now-1;

E‘]: ?SwithA l.RAct

7SwithA3.reverse

" 1SwithA3 stage(index);
over:=T;

?SwithA3.reversc

1SwithA3 stage(index);

over:=F;

Rend:=F;

end:=F;
?switchA3.nstage(index), over=T
" RPlay := not(RPlay);
temp:=F;

if RPlay=T

then scount:=scount-|;

else scount:=scount+1;
endif

ATy

AT

w

?SwitchA3.nstage(index), over =F

RPlay := not(RPlay);
temp:=T;
(scount, seg, rtime):=ConvertStide(index);

ATy

— ?SwitchA3.RAct
AT| ———————

end=F and RPlay=F
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7SwithA | .nstage(index), over=T
RPlay:=not(RPlay):

if RPlay=T
then

ATj:

scount:=scount-1;
now:=nofscount];
else
scount:=scount+1;
now:=0;
endif

2SwithA | .nstage(index), over=F

RPlay:=not(RPlay)
(scount, now):=ConvertVideo(index);

ATy

ATy: 'BW;O—__———
1SwithA 1.RFinish(scount);
scount:=scount-1;
now:=no{scount];

—  Rend=F and RPlay=T
T|2

for i=segcount[scount] to 1
PlaySlide(Sdata[scount, i],
duration[scount, i]);
end for;
Rend:=T;

priority=high
temp=T and RPlay=F

Toy:

e

if seg=segcount{scount] then
PlaySlide(Sdata[scount, seg], rtime);

else
PlaySlide(Sdata[scount, seg], rtime);
for i=seg+1 to segcount[scount]

PlaySlide(Sdata[scount, i],
duration(scount, i)

end for;

end if;

end=T;

temp:=F;

priority=high

— temp=T and RPlay=T

"if seg=1 then
PlaySlide(Sdata[scount, seg], rtime);
else

T):
——  Rend=T
1SwithA3.RFinish(scount);
scount:=scount-1;

Rend:=F; end for;

end:=T;

(b)

AT for i=] to segcount[scount)
L ———— PlaySlide(Sdatafscount, i,
duration{scount, i]);

PlaySlide(Sdata[scount, seg], rtime);
for i=seg-1 to!l
PiaySlide(Sdata[scount, i],
duration[scount, i});

end for;

end if;

end=T;

temp:=F;

Fig. 10. Modified (a) video and (b) slide Actor IEFSMs for reverse operations.

message, X should send a inessage stage(), which
contains X’s current presentation flow index, to the
Synchronizer IEFSM. At state §;°, i=1..6, three
atomic transitions ,ATj;, j=1..3, are used to receive
stage messages that are sent from Actor IEFSMs. A
message stage contains the current presentation flow
indices of a medium stream. When the query pro-
cessing of the current presentation flow indices
is achieved, i.e., after "all media’s current presenta-
tion flow indices having been received, atomic

transitions ,,AT; (,,]A—L), i=1..6, can be executed. In
transition ,AT; (,AT;), i=1..6 (rq represents re-
verse query), function equal decides whether these
three streams’ presentations are fully synchronous or
not. Depending on whether the answer is (1) posi-
tive or (2) negative, which may result from different
bus delays or different disk I/O delays for processing
different media. the value of variable index is set to
(1) the value of Vindex, because Vindex=Aindex=
Sindex, or (2) the maximum (minimum) value of
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Actor Synchronizer
IEFSM IEFSM

Arse

(from user channel)

reverse

stage

Fig. 11. The interaction sequence for the reverse operation.

variables Vindex, Aindex, and Sindex in the forward
to backward (backward to forward) presentation situ-
ation. That is, the slower streams skip some media
units or some display time to keep pace with the fast-
est stream. Then, message nstage, which contains
the value of index, is sent to Actor IEFSMs.

Figure 10-(a) depicts the modified Actor
IEFSMs for the video stream, and Fig. 10-(b) depicts
the modified Actor IEFSM for the slide stream. A
new state, i.e., S; is added. In Fig. 10, variable
“RPlay” denotes the current presentation flow direc-
tion, RPlay is TRUE (FALSE) when it is in the back-
ward (forward) presentation situation. Transition T
is modified and transition T, (and T, and T,) is
added, in order to handle the forward and backward
presentation respectively in the video and audio
streams (slide stream). Atomic transitions AT, and
AT, are added to handle the commencement and end
of a backward presentation stage respectively.

Whenever the Synchronizer receives reverse op-
erations from users, it sends reverse messages to Ac-
tors, which triggers interrupt transition IT; or IT, in
the Actor IEFSMs. Depending on the status of Ac-
tors, Actors may be at §; or S, when the reverse mes-
sage is received. When an Actor X is at S|, it means
that X has finished its current presentation stage
and is waiting for the commencement of the next pre-
sentation stage. When an Actor X is at §,, it means
that X is displaying media units that belong to the
current presentation stage. When an Actor receives
the “reverse” message, interrupt transition 7, or IT,
is executed: the current presentation flow index is sent
to the Synchronizer, and variable over is set to be
TRUE or FALSE. That is, variable over denotes the
status of an Actor IEFSM X: if X is at state S}, over is
TRUE; if X is at state Sy, over is FALSE.

As mentioned previously, the Synchronizer de-
cides the synchronization situation of current presen-
tation using the equal function in transitions ,,AT;
(+4AT;), which are depicted in Fig. 9. Actors receive
the new flow index using atomic transitions AT; (AT4)
when interrupt transition J7T; (IT;) is executed at state

Sy (52). Each time the user issues a reverse opera-
tion, the current presentation flow direction will be
reversed. That is, a backward presentation becomes
a forward one, and vice versa. Whenever an Actor
receives the “nstage” message from the Synchronizer,
the “RPlay:=not(RPlay)” statement in transitions AT;
and AT, of the Actor IEFSMs is executed to denote
the following presentation flow direction. The fol-
lowing presentation after receiving a reverse opera-
tion is analyzed as follows:

In video and audio Actor IEFSMs, depending
on the value of variable over, i.e., the interrupt tran-
sition is executed at state S; or S,, and the possible
situations are as follows:

o If over is TRUE, it means that (1) IEFSM is at state
S, when the reverse message is received, and (2)
the executed interrupt transition is /7. If the re-
verse situation is from forward to backward (back-
ward to forward), i.e., variable RPlay becomes
TRUE (FALSE), the value of variable scount, which
records the following presentation stage, should be
decreased (increased) by 1. The reason is that the
value of scount has already increased (decreased)
by 1 in transition AT, (AT,), which indicates the
next presentation stage to be presented in the for-
ward (backward) presentation case. Additionally,
variable now is set to be no[scount] (0) in the for-
ward to backward (backward to forward) case.

If over is FALSE, it means that (1) the IEFSM is at
state S, when the reverse message is received, and
(2) the executed interrupt transition is /T,. Since
some asynchrony anomalies may exist, the flow in-
dex should be adjusted. Based on the (new) flow
index, which is recorded in variable index, func-
tion ConvertVideo(index), which 1is
ConvertAudio(index) in the audio Actor IEFSM,
calculates the corresponding values of variables
scount and now for the following presentation.

In the slide Actor IEFSM, it becomes more com-
plicated because of its static nature. The possible situ-
ations are as follows. The situation of executing
atomic transition AT; is the same as that for video
and audio streams. The situation of executing atomic
transition ATy is analyzed as follows. For conve-
nience, variable rtime records the remaining display
time from an intermediate point to the end point of
the current presentation stage under the new presen-
tation flow direction; function ConvertSlide cal-
culates the corresponding scount and rtime accord-
ing to the value of index. The display duration of the
new current presentation stage scount becomes rtime
after the reverse action being achieved. To simplify
the execution, newly added transitions T, and T, are
used to display the very first stage after reversing the
presentation flow direction, if the slide IEFSM is at
state S, when the reverse operation is executing. The
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direction: forward
state(Synchronizer)=S3

direction: backward __
state(Synchronizer)=S3
RPlay=T

State{Actor)=S2

scount=3
! index=z ' |
A P State{Actor)=S2
scount=3

State(Actor)=S82
scount=2

»

12 t3

T
time

|~ rtime

direction: backward __

state(Synchronizer)=S4
RPlay=T
\V/ I Pra— State(Actor)=52
scount=4
! index=z
A -+ State(Actor)=S2
scount=4
! index=z
e State(Actor)=S2
§ scount=2
i index=z
L >
3 73 time

direction: backward __
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RPlay=F
A\ State(Actor)=S2
scount=3
! index=x !
A > State(Actor)=S2
s 3
reverse
! indcx=y‘rI
S . State(Actor)=52
scount=2
: indequ:
>
2 13 time
T :interrupt point
X<y<z
(a)
direction: forward
state(Synchronizer)=S4
RPlay=F
Y State(Actor)=S2
scount=4
Uindex=x ' !
A — State(Actor)=S2
scount=4
- reverse
index=y
> State(Actor)=S1
S scount=3
: index=z ;
) t4 time
T :interrupt point
x<y<z (b)
direction: forward
state(Synchronizer)=82
RPlay=F
A\ [ State(Actor)=S1
scount=3
¥ index=x
A — State(Actor)=S1
scount=3
| index=x reverse
S > State(Actor)=S1
F scount=2
t index=x
L >
t1 12 time
©)

state(Synchronizer)=S2
RPlay=T
\Y/ ‘ | -— State(Actor)=52
4 scount=2
1 .
index=x
State(Actor)=S82
A 4
scount=2
! index=x
S ¢ State(Actor)=82
scount=1
! index=x
L >
tl 2 time

Fig. 12. Some examples of applying the reverse operation, (a) all of these three streams are displaying media units belonging to their
current stages and the slide medium is the fastest stream, (b) video and audio streams are displaying media units belonging to the
4™ stage, and the slide medium has finished stage 2 and is going to present the media units in stage 3, (c) all of these three streams
have just finished their current presentation stages and are going to present their next stage, respectively.

display of the following stages are still in the modi-

fied transition 7, and the newly added transition 7. -

Variable temp is used to control whether T; ( T,) needs
to be executed or not.

Racing conditions may occur: After an Actor
sends the “Finish” (“RFinish”) message, the Synchro-
nizer receives a reverse message by executing inter-
rupt transition IT; (,IT;) before receiving the
“Finish” (“RFinish”) message. That is, the Synchro-
nizer may receive messages “Finish” and “RFinish”

at states S;’, i=1..6, which are depicted in Fig. 9. Tran-
sitions AT’;;, i=1 to 6, and (i) j=1 to 3 if i=2, 4, or 6,
and (ii) j=1to 2 if i=1, 3, or 5, (AT',W i=1 to 6, and (i)
j=1to 3if i=1, 3 or 5, and (ii) j=1 to 2 if i=2, 4, or 6),
which are depicted in Fig. 9, are used to receive the
“Finish” (“RFinish”) messages when the racing con-
dition occurs in the forward to backward (backward
to forward) situation.

Figure 12 shows some examples of applying the
reverse operation in different situations.
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AT"j i=0.7.j=1.3

Al
SkDT ) " 2SwithA2.Finish(Aend)., Aend=cstage
AT
2SwithA3 Finish(Send), Send=cstage/2
2SwithU.skip(destindex) '

kDT == — ?SwithAl Finish(Vend), Vendscstage
'SwithA 1.skip(destindex); AT

ISwithA2 skip(destindex); —— ?SwithA2 RFinish(Aend), Aend=cstage
1SwithA3 skip(destindex); AT jo:

(cstage, Sj):=stateconvert(destindex); '
donel:=F, . AT";3
done2:=F; AT"j i=0.6,j=1.3

done3:=F;
skiTy:
?swith A3.skip(toindex)

operation:=skip;
(scount, seg, rtime):=ConvertSlide(toindex);

Si. 8 € 151~56.5)~Se! ~ ?8withA 1 Finish(Vend), Vend=cstage

?SwithA3.RFinish(Send), Send=cstage/2

@

skIT 1 skl T2 sk T, temp:=T, sk T
?Swith Al.skip(toindex)
(scount, now):=ConvertVideo(toindex); skIT2:

7swith A3.skip(toindex)

' (scount, seg, rtime):=convertA3(toindex); '
temp:=T;
sk T 2 end:=F; sk T 2
Rend:=F;

®

(©)

Fig. 13. Modifications in (a) Synchronizer IEFSM., (b) video Actor IEFSM. and (c) slide Actor IEFSM, for the skip operation.

2.The skip operation

The purpose of the skip operation is to allow
users to skip from presentation point X to presenta-
tion point Y, either at the forward or backward pre-
sentation situation. Using skip operations, users are
allowed to specify new starting points of presenta-
tions. The new starting point can be before or after
the interrupt point. The destination of a skip opera-
tion is specified in a parameter of the input message.

The modified Synchronizer IEFSM and Actor
IEFSMs for the skip operation are depicted in Fig.
13. In the Synchronizer IEFSM, which is depicted in
Fig. 13-(a), when a skip message comes in from the
user channel, dynamic transition, DT, is executed.
Because the destination of a skip operation can be in
any one of the presentation stages, a skip operation
may cause state change in the Synchronizer IEFSM
if the destination is not in the current presentation
stage. DTs are atomic transitions and are used to
handle dynamic state change in Synchronizer IEFSM.
In transition DT, the destination index is specified
in destindex of the input message skip, and three
“skip” messages are sent to the corresponding Actor
IEFSMs. Procedure stateconvert in DT is used to
derive the destination state according to the destindex
parameter.

Racing conditions may occur: If the user issues
a skip operation just at the end of a stage, and the

“Finish” (“RFinish”) messages for this stage (i) have
already been sent to Synchronizer, but (ii) have not
been received by the Synchronizer, i.e., the Synchro-
nizer receives the “skip” message before receiving
all of the “Finish” (“RFinish”) messages. The redun-
dant “Finish” messages may exist at any (destination)
states. and must be absorbed without conflicting the
regular “Finish” (“RFinish”) message received at that
state. Transitions AT”y, i=0 to 7, j=1to 3 (AT, i=0
to 6, j=1 to 3) are used to receive the redundant “Fin-
ish” (“RFinish”) messages. To resolve the conflict
with the regular “Finish” and “RFinish™ messages,
predicates “Vend # cstage”, “Aend # cstage”, and
“Send # cstage/2” are used in the corresponding tran-
sitions respectively, where Vend, Aend, and Send de-
note the stage to which the “Finish” (“RFinish”)
message belongs respectively.

Figures 13-(b) and 13-(c) depict video and slide
Actor IEFSMs for the skip operation. For video and
audio streams, when a skip message is received by
the corresponding Actor IEFSM, one of the interrupt
transitions, /T or 4JT,. which are depicted in Figs.
13-(b) and 13-(c), is executed, depending on whether
the state of the IEFSM is at S| or S; when the skip
message is received. In Fig. 13-(b), procedure
ConverVideo, which is ConvertAudio in the audio
IEFSM, is invoked in the action parts of interrupt
transitions. Procedure ConvertVideo derives the cor-
responding values of variables scount and now
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1T, sl Tjs i=1..6:
?SwithU.restart

1Swith Al.restart(index);
1Swith A2.restart(index};

247

1Swith A3.restart(index); ~
S"; €{S"1~S"g} donel :=F; S"; €{S" ~S"g}
AT. done2 :=F; AT
fg™ i done3 :=F; fq™ i
AT =1 _:e: d s
;ﬁzztif:;for; f;:n AT, 4T, i=1.6: operation=freeze and
Vquery=T and 2SwithU freeze direction=back and
AguegT and 1SwithAl.freeze; Vquery=T and
Squery=T 1SwithA2.freeze; Aquery=T and
- ~ - 1SwithA3.freeze; Squery=T
if equal(Vindex, Aindex, Sindex) Vauery:=F; fequal(Vindex, Aindex, Sindex)
then index:=Vindex; Aquery:=F; then index:=Vindex:
else index:=max(Vindex, Aindex, Sindex); Squery:=F; else index:=min(Vindex, Aindex, Sindex);

endif

fiT2

7SwithAl.freeze

fTy:
!SwithAl.stage(index);
over:=T;

?SwithAl.freeze

Ty e
ISwithAl.stage(index);
over:=F;

?SwithAl.restart(index)
LAT :over=T
?8withAl.restart(index)
WATy over=F :
(scount, now):=ConvertVideo(index);

()

operation:=freeze;

¢l

fl

rs

rs

endif

?SwithA3.freeze

T:
ISwithA3.stage(index);
over:=T;

?SwithA3.freeze
T, : o
'SwithA3.stage(index);
© over:=F;
end:=F;
Rend:=F;
?7SwithA3 restart(index)

AT, :over=T

temp:=F;
?SwithA3.restart(index)
over=F

2} 1
(scount, seg, rtime):= ConvertSlide(index);
temp:=T;

©

Fig. 14. Modifications in (a) Synchronizer IEFSM, (B) video actor IEFSM, and (c) slide Actor IEFSM, for the freeze-restart operation.

according to the flow index specified in toindex. In
the interrupt transitions of the slide Actor IEFSM, i.e.,
Ty and 4IT, that are depicted in Fig. 13-(c), toindex
is converted into the destination stage scount and the
remaining display duration of the new stage scount.
The destination point of a skip operation can be in
the middle of a stage, and if so, only the remaining
duration has to be presented. That is, if the destina-
tion is in the middle of a stage, the very first presen-
tation stage after the skip operation being executed
will be displayed for only part of its full duration.
After the very first stage, the Actor displays other
stages for their full durations. This requirement is

controlled by the temp flag.
3. The freeze-restart operation

The purpose of the freeze-restart operation is to
allow a user to pause a presentation for a while and
then continue the presentation. If the user issues a
freeze operation, the current presentation of all me-
dia streams must be pre-emptied and the resumption
of their execution is deferred until the restart opera-
tion is issued by the user. Fig. 14 depicts the modi-
fied Synchronizer IEFSM and Actor IEFSMs for the
freeze-restart operation. The interaction sequence for
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Actor Synchronizer
IEFSM IEFSM

freeze me
4—”'/ (from user channel)
%“

‘_’____Es_te—lg——""’

-t

T
(from user channel)

Fig. 15. The interaction sequence for the freeze-restart operation.

the freeze-restart operation is depicted in Fig. 15. Af-
ter the freeze-restart operation is processed, three
media streams must synchronize with each other.
For the Synchronizer IEFSM and the Actor
IEFSMs depicted in Fig. 14, video, audio, and slide
streams must synchronize with each other when the
presentation is resumed after the restart operation has
been executed. The re-synchronization policy is simi-

lar to that adopted in the reverse operation, i.e., slower .

streams skip some media units or display time to keep
pace with the fastest stream. Since re-synchroniza-
tion can be achieved by comparing the current flow
indices in these three streams, a query processing of
current flow indices is required. Two added supple-
ment sets of states, i.e., S”; and S, i=1..6, are added.
When the “freeze” messages are received by Actor
IEFSMs, Actor IEFSMs send srage messages, which
contain their current flow indices respectively, to the
Synchronizer IEFSM. In the Synchronizer IEFSM,
after transitions ,AT;, which are depicted in Fig. 9,
have been executed, transitions AT, (f‘iA_Ti)’ which
are depicted in Fig. 14-(a), can be executed. The func-
tion of transitions [AT; (qu_Ti) is similar to that of
transition pAT; (qu_f‘,) for the reverse operation,
which are depicted in Fig. 9. That is, ,AT; (#AT,)
decides whether the presentation is synchronous or
not when the freeze operation is invoked.

Figures 14-(b) and 14-(c) depict the correspond-
ing video and slide Actor IEFSMs respectively. The
“Freeze” message can be received at state §; or S,
and variable over is set as TRUE or FALSE accord-
ingly. Since slower streams skip some media units
or display time to keep pace with the fastest stream,
the presentation can be resumed very simply when
over is equal to TRUE, i.e., transition AT is ex-
ecuted, without invoking additional computation to
resume the following presentation. When over is
equal to FALSE, i.e., the current presentation stage
of Actor IEFSM is not finished when the “freeze”
message is received, the following presentation flow

index after the “restart” message having been received
should be calculated, because some asynchrony
anomalies may exist among these three streams.
Thus, procedure ConvertVideo, ConvertAudio, and
ConvertSlide are invoked to derive the new values of
scount and now in video and audio streams, and the
remaining display duration in the very first stage of
the slide stream. Racing conditions still may exist.
Racing conditions that exist in the freeze-restart op-
eration are the same as that for the reverse operation.
which are described in Section 6.1. ’

Some examples of applying the freeze-restart
operation are depicted in Fig. 16.

4. The scale operation

The prrpose of the scale operation is to allow
users to adjust the presentation speed, either faster or
slower. Using the scale operation, a user can adjust
the presentation speed by some factor to have the pre-
sentation much faster or slower. If the factor is greater
(less) than one, the presentation will be faster
(slower). Fig. 17 depicts the modified Synchronizer
IEFSM and the Actor IEFSMs for the scale opera-
tion. _

For continuous media streams, such as video and
audio, faster presentations can be achieved by peri-
odically skipping some frames or segments. For ex-
ample, if the input factor is 2, the Actor displays one
frame for every two frames, e.g., display frames 1, 3,
5, ..., 2k-1, and skip frames 2, 4, 6, ..., 2k. Thus the
presentation speed is doubled. On the other hand, if
the factor is 0.5, the Actor displays each frame twice,
and thus the presentation speed becomes half of the
original one. This requirement for skipping or re-
peating frames is achieved by procedure Adjust in
transitions ;,AT; and AT, that are depicted in Fig.
17-(b). For static media streams, such as slide, the
duration of every stage and the remaining time of the
current stage is multiplied with the scaling factor,
which is achieved in transitions ; AT, and AT, that
are depicted in Fig. 17-(c).

Figure 17 depicts the corresponding Synchro-
nizer IEFSM and Actor IEFSMs for the scale opera-
tion. Since the corresponding actions are the same
as that in executing reverse and freeze-restart opera-
tions, the explanation and example are dropped for
simplicity.

VII. CONCLUSION AND FUTURE WORK

The demand for multimedia systems is increas-
ing. Synchronization of multiple streams with user
interactions has been recognized as one of the sig-
nificant and key issues for having successful mul-
timedia applications [3]. In this way, users are
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direction: forward

direction: forward state(Synchronizer)=83
state{Synchronizer)=S3 RPlay=F
RPlay=F
v State(Actor)=S2 v State(Actor)=S2
scount=3 scount=3
! index=x ! ! index=z ! !
— State(Actor)=S2 i State(Actor)=S2
scount=3 scount=3
frecze > ! index=yT ! restart > ! index=z1'
I State(Actor)=S2 ‘ State(Actor)=82
> te(Actor)=. > ate( Actor)=
| T scount=2 T scount=2
' Lo T 1 index=z T!
1 index=z | | , index=z 1 >
2 13 time %] 3 time
> |&—rtime
'T :interrupt point
x<y<z
@
direction: forward
direction: forward “state(Synchronizer)=84
state(Synchronizer)=54 RPlay=F
RPlay=F
] — I State(Actor)=S2 —— State(Actor)=S2
F 1\ 1 scount=4 A scount=5
! index=x ! ! index=z
— State{Actor)=S82 — State(Actor)=S2
scount=4 scount=5
freeze 1 index=yT ) restart ! index=z
) State(Actor)=S1 ’ State{Actor)=S2
scount=3 scount=3
: index=z : index=z
> -
3 4 time 3 t4 time
T :interrupt point
x<y<z (b)
direction: forward
direction: forward state(Synchronizer)=52
state{Synchronizer)=82 RPlay=F
RPlay=F
l o | State(Acton=sI l " | state(Actor)=s2
scount=3 scount=3
1 index=x ! index=x
—_— State(Actor)=S| — State(Actor)=S2
scount=3 scount=3
freeze | index=x restart 1 index=x
S . | State(Actor)=S1 S . State(Actor)=52
scount=2 scount=2
! index=x H index=x
tl V] time tl 2 time
©

Fig. 16. Some examples of applying the freeze-restart operation, (a) all of these three streams are displaying media units belonging to their
current stages and the slide medium is the fastest stream, (b) video and audio streams are displaying media units belonging to the
4" stage, and the slide medium has finished stage 2 and is going to present the media units in stage 3, (c) all of these three streams
have just finished their current presentation stages and are going to present their next stage, respectively.

allowed to manipulate display sequences at any time
during multimedia presentations. In this paper, we
have proposed an IEFSM model that is able to mode]l
a synchronous multimedia presentation with user in-
teractions. Both inter-media and intra-medium syn-
chronization issues are considered and formally speci-
fied using the IEFSM model. Using the IEFSM
model, inter-media synchronization is handled by a

Synchronizer IEFSM, and intra-medium synchroni-
zation is handled by some Actor IEFSMs. User in-
teractions, such as reverse, skip, freeze-restart, and
scale are resolved by using interrupt transitions and
dynamic transitions in the IEFSM model. The pro-
posed IEFSM model has the following characteris-
tics:

e The behavior of each medium stream can be
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e selTis scl Ty, i=1..6: @

7SwithU.scale(factor) —

SclTl 1SwithA 1.scale(factor); SclTl _
SqATi 1SwithA2.scale(factor); quTi
1SwithA3.scale(factor);
Vquery:=F;
@ Aquery:=F; @
Squery:=F;
operarion:=scale;
quTi’ i=1..6: quTi, i=1..6:
operaton=scale and operaton=scale and
direction=ford and direction=back and
Vquery=T ~Vquery=T
Aguery=T Aquery=T
Squery=T Squery=T

if equal(Vindex, Aindex, Sindex)
then index:=Vindex;

else index:=max(Vindex, Aindex, Sindex);

if equal(Vindex, Aindex, Sindex)
then index:=Vindex;

else index:=min(Vindex, Aindex, Sindex);

end if end if

tSwithA 1.nstage(index); 1SwithA 1.nstage(index);
1SwithA2.nstage(index); ISwithA2.nstage(index);
1SwithA3.nstage(index); ISwithA3.nstage(index);

(@)

. ?SwithA3.scale(factor)
" [SwithA3 stage(index);
over:=T;

. 7SwithA3.scale(factor)
ISwithA3 stage(index);
over:=F;

end:=F;
Rend:=F;
?SwithA3.nstage(index)
over=T
. 7SwithA 1.scale(factor) scATY:
sclt  yg AT sta Ze(indox); for k:=1 to number-of-stage
over:=T: ’ for j=1 to segcount[k]
T duration(k, j]:=duration[k, j]*factor;
T 2SwithA 1.scale(factor) end for;
¢ 2T aThAL _stage(index); endfor
over:=F; temp:=F;
?2SwithAl.nstage(index) ?SwithA3.nstage(index)
Jover=T AT over=T
sct il Adjust(Vdata, factor); sl for k=1to number-of-stage
for j=1 to segcount{k]
?SwithA l.nstage(index) duration[k, j):=duration[k, j}*factor;
over=F end for;
ATy end for
sch 12— .
Adjust(Vdata, factor); ] ) (scount, seg, rtime):=convertSlide(index);
(scount, now):=ConvertVideo(index); N =T
emp:=T;
Rend:=F;
0] end:=F;

©

Fig. 17. Modifications in (a) Synchronizer IEFSM, (b) video Actor IEFSM, and (c) slide Actor IEFSM, for the scale operation.

specified.
¢ The dynamic configurations of inter-media synchro-
nization and intra-medium synchronization with

user interactions can be specified.
¢ Re-synchronization policies, which are needed
when asynchrony anomalies exist and the resumed
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presentations should be continued synchronously,
can also be specified. ‘
We are currently defining an IEFSM-based
language and the corresponding language compiler.
In this way, the corresponding specification language
and compiler can be adopted to multimedia software
that need interactive features, e.g., Video-On-Demand
(VOD), News-On-Demand (NOD), and distant learn-
ing, as the synchronization controllers in the embed-
ded systems.
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APPENDIX

Comparison between the FSM-based and the
IEFSM-based specifications

Figures18 and 19 depict the Synchronizer and
Actor FSMs for the illustrated presentation, which is
depicted in Fig. 5, respectively. The main difference
between IEFSMs and FSMs is that the condition part
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Fig. 18. The Synchronizer FSM for the presentation depicted in Fig. 5.

of an FSM’s transition contains only input event(s)
without any predicate. Figure 18 depicts a Synchro-
nizer FSM that adopts the parallel-first inter-media
synchronization policy [12]. When the Synchronizer
receives a Finish message that is sent from the video,
audio, or slide Actor, the Synchronizer sends Stop
messages to other Actors to stop the presentation of
the current stage. In the IEFSM model, only one tran-
sition is enough to specify the activation of the next
presentation stage; but in the FSM model, n transi-
tions, e.g., transitions T, Ts, and T¢ in Fig. 18, are
needed to specify the activation of the next presenta-
tion stage, where n is the number of Actors. For the
last presentation stage, all Actors have to finish their
display and then the presentation can be stopped.
Therefore, the parallel-last inter-media synchroniza-
tion policy is adopted for the last presentation stage
{12]. In the IEFSM model, only one transition is
enough to specify the end presentation stage; how-
ever, in the FSM model, n/ transitions are needed to
specify the end presentation stage, where » is the num-
ber of Actors. For example, since there are three Ac-
tors in Fig. 18, there are 3!=6 different sequences for

the Synchronizer’s receiving Finish messages. Ad-
ditionally, it is possible that the Synchronizer sends
a Stop message and an Actor sends a Finish message
concurrently. In order to avoid this racing situation,
i.e., the Synchronizer receives a Finish message af-
ter it has sent Stop messages, some transitions are
needed to absorb the redundant Finish messages that
are for the previous stage. Transitions Tyy, T3;, Ty,
T51, and Te1 (Tzz, T32, T42, T52, and T62) are used to
absorb the video (audio) Finish message that is for
stages 1, 2, 3, 4, and 5 respectively. Transitions T3
and T3 are used to absorb the slide Finish message
that is for stages 1 and 2 respectively.

Figures 19-(a) and 19-(b) depict the video and
slide FSMs for the illustrated presentation respec-
tively. Because the audio FSM is similar to the video
FSM, the audio FSM is not depicted for simplicity.
In Fig. 19, only FSMs for the first stage are depicted.
FSMs for other stages can be derived accordingly. If
there are no[/} video frames in stage i, then there are
noli] states and transitions for displaying these video
frames, i.e., states Sy to Syupscouns) and transitions 77,

to Tino[scounny- State §7; and transitions 77y, to
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Fig. 19. (a) The video and (b) the slide Actor FSMs for the presentation depicted in Fig. 5.

T’ Inolscounti—t are for processing the Stop message.
Similarly, for the slide stream, if there are no[i] slides
in stage i, then there are no[i] states and transitions
for displaying these slides, i.e., states S;1 to Spuofscount]
and transitions T} t0 T juo(scouns). State S’ and transi-
tions T'y t0 T 1no[scounn—1 are for processing the Stop
message. Compared with the IEFSMs that are de-
picted in Fig. 6, there are many more states and tran-
sitions in the FSMs, which are depicted in Figs. 18
and 19.

Discussions of this paper may appear in the discus-
sion section of a future issue. All discussions should
be submitted to the Editor-in-Chief.
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ABSTRACT

A switch-level timing simulator has the advantage of fast speed
and good adaptability for VLSI circuits, but it cannot offer accurate
transient waveform information. In this paper an accurate and effi-
cient switch-level timing simulator is described. The high accuracy is
attributed to a new waveform approximation technique, which includes
delay estimation and slope estimation. Efficient delay and slope cal-
culations are accomplished through a switch-level simulation instead
of using a transistor-level simulation. A new approach for delay esti-
mation is presented which models the delay behavior of an RC tree by
two equations: a dominant delay equation and an error delay equation.
Both are derived by surface fitting to approximate the surface that is
measured from the actual delay behavior of a CMOS gate. A modified
approach for slope estimation is also investigated which has close re-
lationship with the equivalent RC time constant of the evaluated clus-
ter circuit. This equivalent RC time constant can be obtained by tra-
versing the tree recursively. The results show good agreement with

SPICE.

I. INTRODUCTION

The simulation of MOS logic circuits is an im-
portant process before fabrication because of the high
cost of manufacturing an integrated circuit, especially
the very large scale integrated (VLSI) circuits. Many
types of simulations can be applied to this work. In
general, we have two extreme approaches to simu-
late a circuit; one is taken by the circuit-level simu-
lator, such as SPICE, and the other is taken by the
logic-level simulator. Circuit Simulators are almost
always used to simulate portions of an IC or small
circuits at the transistor level. They are extremely
accurate and flexible but they also require expensive

*Correspondence addressee

computation time and a large amount of memory. On
the other hand, logic simulators are much faster than
the circuit simulator and can be used for large cir-
cuits, but they perform less accurate transient analy-
sis.

Because of this, switch level simulation, which
is a compromised method, has been proposed and
some switch level simulators have also been imple-
mented, such as MOSSIM, RSIM (1], [10]. We have
also developed a switch level simulator: Binary tree
Timing Simulator (BTS), which is three orders faster
than SPICE and has more accurate waveform approxi-
mation during the transient state.

Most switch-level algorithms emphasize how to
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calculate the time constant of charging/discharging
the load capacitance more accurately. There is much
research on this topic. Penfield et al. [9] presented
bounds with a fixed level of accuracy for the delay in
RC trees. The Elmore delay [7], in the RC tree in
particular, can be computed extremely efficiently, as
was shown by Lin and Mead with their algorithm
TREE (8], although this is only a reasonably good
approximation to the true delay. For more general
networks, many methods were proposed in the past.
Lin and Mead [8] proposed an iterative algorithm
which was based on converting the nontree-like RC
networks to an RC tree using node splitting. Caisso
et al. [2] proposed an efficient algorithm for comput-
ing the Elmore delay in RC networks in which the
resistors are interconnected in a series-parallel man-
ner. However, all of above cannot offer us more ac-
curate waveform information in the transient state;
we want to know not only whether the logic gate
changes state or not, but also when the output volt-
age begins to change and how fast it will change.

The high accuraty of BTS is attributed to a new
waveform approximation technique, which includes
delay estimation and slope estimation. The delay es-
timation tells us when the output begins to change
and the slope estimation tells us how fast the output
will change. First, we discuss the delay estimation.
An uncertain amount of overshoot, chiefly due to
parasitic capacitors, will almost always be produced
at the output node while an event is happening at the
input. The width of overshoot is the keypoint; if it
can be predicted well, and then the delay will be esti-
mated accurately. Second, the slope relates closely
to the RC time constant of the discharging/charging
path; it is only a constant relation. Lin and Mead
proposed an efficient method that can be implemented
in a recursive way. Furthermore, another important
feature of BTS is that the delay and slope calcula-
tions are considered with internal charges and charge
sharing effects. The internal charges stored in the
internal nodes of a MOS circuit will increase the de-
lay time about 20% when the tested circuit is a five-
input NAND gate with four fully charged internal
nodes. Therefore, the effect of internal charges should
also be considered when the delay time is estimated.
Besides that, we should consider the effect of inter-
nal charges in a non-active tree, which is stated in
section IV, when we estimate the slope. For example,
if there is a falling signal on the output, the internal
nodes connected to the output node in the N tree (ac-
tive tree) are considered when calculating the delay,
and the internal nodes connected to output in the P
tree (non-active tree) should be taken into account
when calculating the slope, except that the RC time
constant of the N tree is computed first.

In this paper, we describe the concept of BTS in

event queue

H

\ event queue
\V .
input / time
slope
| . output
———— i
input j-/
——an ]
input j

cluster i
Fig. 1. Evaluation of a cluster.

section II. Next, the waveform approximation tech-
nique is presented. Active and non-active trees are
defined in section IV. Then, in sections V and VI,
the delay and slope estimation, respectively are stated
in more detail. Finally, the simulation results are
shown in section VII.

II. BTS’S TIMING SIMULATION

BTS is an event-driven switch-level timing
simulator. The simulator reads in the circuit descrip-
tion file and partitions the circuit into groups of nodes
connected by source-drain channels. Such groups are
known as clusters (or blocks in BTS). An event-
driven scheduling algorithm (levelization of clusters)
is used to schedule the evaluation of clusters. If there
is no feedback existing in the circuit, a waveform-
evaluation technique is used to obtain the whole wave-
form of each cluster, one by one from the primary
input to the primary output of the circuit. However,
if a feedback path exists in the circuit, the conven-
tional event-driven technique is used, such as event
evaluation, event propagation and event insertion and
deletion. Because voltage changes 0.1 the source and
drain cannot affect the gate (i.e., the gate coupling is
unidirectional), the evaluation of a cluster can be pro-
ceeded independently of all other clusters once its
inputs are known. The data structure of each edge
contains an event list that records all events happen-
ing at this edge. After all events are processed, the
whole voltage waveform at each edge can be obtained
from the event list (see Fig. 1), which contains two
terms, time and slope, to represent each event.

‘BTS uses the waveform approximation technique,

described in next section, to reconstruct the wave-
form.
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Fig. 2. The MOS model used in BTS.

‘

1. MOS model

The MOS model in BTS is composed of a volt-
age-controlled switch, effective resistance R,y and
equivalent grounded capacitances, as shown in
Fig. 2. The transistor is on (the switch conducts) if
and only if the gate voltage of the NMOS transistor
is higher than its threshold voltage V;. The turn-on
effective resistor is distinguished by two cases: R,,
(in a steady state) and R, (in a transient state),
because the MOS transistor (denoted by MOSt) has
different response under different gate states.
Therefore, the value of R, may be one of the three
cases:

o it V,<Vp
Rz={ R,, if V, is high (steady state)
R, if Ve changes from L to H (transient state)

(1

The values of R,, and R, depend on the physical pa-
rameters and the load capacitance, and R, also depends
on the slope of the signal at the gate. These two val-
ues, R,, and R,, can be obtained from the simulated
results of the circuit in Fig. 3 by using SPICE. In
case I of Fig. 3, V, is 5V and SW is a voltage-con-
trolled switch. The falling waveform of a simple RC
circuit can be represented as

Vo =Vppexp(- ()

L
RC)’
therefore T199.50%=0.588RC. We measure the dura-
tion (t,°—t;") from 90% (¢;’) to 50% (t,’) of the fall-
ing waveform of the output V, and solve the equa-
tions below:
0.588R,,Cs=T) withoutCload 3)

0.588R (Ca+Croaa)=T1  withCload 4

Vdd

casel :
at t]

SW

case [I:
: 5V
for Rt o—_—|

I 1 ]T: Cload

Fig. 3. The tested circuit for obtaining the R,, and R, of a MOS
transistor.

where T; and T, are the difference between ¢, and
t,’, and Cy, C),.q are drain and load capacitances, re-
spectively. In case II of Fig. 3, the concept is the
same as mentioned above except that Vg changes from
low (at ¢;) to high (at t,) and SW is opened at f;. As-
suming C, is constant, we can obtain the values of R,
from the following equation with respect to different
input slopes.

0.588R,C,=T &)

where the definition of T is the same as T, and T».
In the actual implementation, we maintain two

tables in our program, which are two-dimensional

Ron-table and three-dimensional Rt-table,

Ronzf(W/L,Claad), and (6)
R,=f(W/L,C1md,slope). (7)

Because the load capacitance of a gate circuit is the
summation of the input capacitances of the fanouts
of this gate circuit, C,,y Will be discrete times of the
input capacitance of a CMOS inverter with the mini-
mum size (W/L). From the simulated results of
SPICE, the relationship between the effective resis-
tance and the slope of the gate signal is smoothly lin-
ear, so only a few slopes need be recorded, and the
actual value can be obtained using interpolation.

2. Series-parallel tree

If a gate circuit (also called a cluster) is con-
nected in a series-parallel manner such as fully
complementary CMOS, Pseudo-NMOS, Dynamic
CMOS and so on, it can be represented as a merged
series-parallel tree. A merged tree, also called a PN
tree, consists of two series-parallel trees, which are
the left subtree (P tree) and the right subtree (N tree).
When it is mapped to a gate circuit, the left subtree
and the right subtree represent the pull-up and pull-
down subcircuits, respectively. Fig. 4(b) illustrates
the corresponding PN tree of the gate circuit as shown
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pull-up circuit

pull-down circuit

root output node

d
,

Fig. 4. CMOS complex gate. (a) circuit diagram . (b) the equiva-
lent merged series-parallel tree.

in Fig. 4(a) whose function is
Z=(he((ie)+((k+Tyom)))on. - (8)

In order to represent the non-complementary
CMOS circuits, a new function expression is used.
It's general form is Z=(the function of P tree)#(the
function of N tree), where # represents the root
node of a PN tree. For fully complementary CMOS,
the function of the P tree is just a complement of
that of the N tree. If a, b, ..., g in Fig. 4(a) are re-
placed with h, i, ..., n then Eq. 8 can be rewritten as
follows:

Z=((h+((i+))o((keDy+m)))+n)# ((he((io)+((k+1)om)))on)
9

where  and + represent AND and OR operations, re-
spectively. Note that the inversion of each input in
the function of the P tree is absorbed by PMOS.

Figure 4 is the demonstrative example in this
paper. Although it is a complementary CMOS cir-
cuit, the labels a. b, ..., g are still reserved because of
the necessity for demonstrating the non-active tree
effect on the slope estimation in section VI.

input - - -
SPICE —
Approximate waveform ——

delay

voltage, V

[ ) 2 3 4 5 3 7 g 9 10
time, ns

Fig. 5. Waveform approximation by delay and slope estimation
method : type A.

The equivalent PN tree of each cluster is
established once at the beginning of simulation.
The calculations of the equivalent resistances, the
equivalent RC time constant and the charge sharing
effect of a circuit can be solved efficiently because
they are based on the structure of a series-parallel tree

[4]1 [5].
3. Internal nodes and internal charges

Each MOSt in the circuit is a leaf node in the
PN tree, and each connection between MOSt’s will
produce an operator node in the tree. Each operator
node has the capacitance summed by all the values of
parasitic capacitors on the MOSt’s terminals that are
connected to this operator node. For example, the
operator node Ny in Fig. 4(a) has the capacitance
summed by two C,’s of M; and M,, and one C; of M,,
where M; is the MOSt whose input is named i.
Charges can be stored in these capacitors and also
can be transferred among them while some of inputs
are changed. Operator nodes connected to Vdd
(power), Gnd (ground), or C,,,, through the source-
drain channel of a MOSt are called the internal nodes;
thus, the charges stored in internal capacitors that are
used to model the drain and source capacitances of
MOSt's are called the internal charges. In contrast,
the operator nodes connected to Cy,,y directly are
called external nodes; then the charge stored in the
load capacitor is, of course, called the exrernal
charge. For example, the operator nodes N, to Ny in
Fig. 4(a) are internal nodes and the output node is an
external node. The internal nodes play an important
role on the charging/discharging behavior of the out-
put node.

III. WAVEFORM APPROXIMATION

The approximation work can be simplified if we
cut off the overshoot and use a linear segment
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voltage. V

time, ns

Fig. 6. Waveform approximation by delay and slope estimation
method : type B.

followed by an exponential tail to approach the fall-
ing (or rising) signal. Fig. 5 illustrates this idea, and
the bold solid line will fit the SPICE result well if we
can calculate the time of point A and the slope of the
linear segment between point B and point C. Next,
we use two equations as follows to plot the transient
waveform [3].

I 0.2 t<3T
f= T ar for a rising signal
1-0dexp(- 220y 1237

t <3T

I p_02
_ T . .
f= (3T for a falling signal

\ 0.dexp(— 5T

) t23T
(11)

where T is half of the time spent by the signal be-
tween 90% (for a falling signal) or 10% (for a rising
signal) and 50% of the steady state. If the value of T
can be obtained, the transient waveform will then be
easily plotted. Hereafter, we only take the falling sig-
nal as an example.

In general, there are two types of waveforms;
one is type A as shown in Fig. 5, which has a more
near linear segment between point A’ and point C,
and the other is type B as shown in Fig. 6, which has
a larger curvature of the curve between both points
A’ and C. However, for both types we use a linear
segment to fit them. Thus, in contrast to the type A
whose delay time is almost equal to the width of the
overshoot, the delay time (t4—1p) of type B is larger
than the actual width (r4—tp) of the overshoot. Be-
cause of this, the definition of delay and slope is not
based on the actual waveform, but on the approxi-
mate waveform.

vad

/ Non-active tree

discharging path

internal node

N tree

Active tree

Fig. 7. Active tree and Non-active tree.

Definition1:

The difference between the time when the
output signal begins to change and the time when the
input signal begins to change is defined as switching
delay or delay, which is denoted by D.

Definition2:

The changing rate after the output begins to
change, but is restricted between 90% and 50% of
the steady state for a falling signal, is defined as slope,
which is denoted by S.

In Fig. 6 the time between point D and point A
is the delay, and the changing rate between point B
and point C is the slope. Choose some sample cir-
cuits and measure the values for delay time of them
from the waveforms resulting from the SPICE simu-
lation. Next, model the behavior of delay by several
dominant factors such as input slope, Cl,.4, and so
on. After the model is established, the delay predic-
tion of an arbitrary circuit is possible.

1V. ACTIVE AND NON-ACTIVE TREE
The PN tree can be illustrated by two blocks as

shown in Fig. 7. If the P tree or N tree can let the
output node be connected to the source, i.e. V4 (for
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the P tree) or Gnd (for the N tree), through the paths
formed by the drain-source channels of the turn-on
MOSt’s, then this tree is called an active tree. Oth-
erwise, it is called a non-active tree. In Fig. 7 the
output state is changed from high to low, so the P
tree is the non-active tree and the N tree is the active
tree. In general, for most CMOS logic structures, if
one is an active tree, then the other will be a non-
active tree; but for pseudo-nMOS logic this is not the
case, the PMOS load is always turned-on, and there-
fore needs to be handled by another method. A tree
staying in one of both states is dynamically depen-
dent upon the input patterns, so we must decide the
PN tree which is the active tree after each input event
happens. From the experimental results, we have two
rules for processing the internal nodes.

Rule 1:
Only the internal nodes in the active tree should
be considered when estimating the delay time.

Rule 2:

The internal nodes in the rnon-active tree should
be considered when estimating the slope, except that
the RC time constant of the active tree is computed
first.

For example, if the output state is changed from
high to low in the circuit as shown in Fig. 4(a), there
is at least one discharging path existing in the active
tree (the N tree in this case) and no charging path in
the non-active tree (the P tree). In this case, we must
consider the effect of the nodes Ny,N,,N3, and N, when
calculating the delay. On the contrary, the effect of
the nodes Ns and Ng should be added when estimat-
ing the slope.

V.DELAY ESTIMATION
1. Overshoot

Owing to the el: - :cal characteristics of a MOS
transistor, there are 1. .1y parasitic capacitors exist-
ing inside a CMOS ga... e.g., Cyy, Cyy and so on. The
waveform of the drain of a MOSt depends not only
the turn-on mechanism of MOSt but also on the path
formed by C,q. The overshoot of the output wave-
form, which can be treated as the excessive charge
stored in the output node, is caused by the differen-
tial gate capacitor current. Observe that the amount
of overshoot is determined by four factors as follows:
(1) the slope S; of the input signal, (2) the size of Cyy,
(3) the load capacitance C, of the output, and (4) the
resistance R, of the discharging path in the N tree (or
charging path in the P tree). The structure and the
processing method of both the N tree and P tree are
identical, so hereafter only the N tree is discussed.

input - -

SPICE —

BTS: without considering the overshoot - -
BTS: with considering the overshoot —

voltage, V

time. ns
Fig. 8. Comparisons of simulated waveforms.

In Fig. 8 we can see that the overshoot is the major
factor that produces the error between SPICE and
BTS if we do not consider it into our simulator. In
this case, BTS neglects the effect of C,py, and uses
the time that input voltage reaches V; of a MOSt as
the turn-on time. Therefore, the overshoot ef-
fect should be taken into account to obtain a more
accurate transient waveform when we estimate the
delay.

By analyzing some sample circuits using SPICE
and varying the values of factors as mentioned above,
we measure the data of delay time (not the width of
overshoot) and then we can model the delay behav-
iors of CMOS gates by two equations.

(i) Dominant delay equation:

C, is fixed, so this equation describes the rela-
tionship among switching delay, S;, and R,. Chang-
ing S, is easy, but changing R, is more difficult.
Therefore, an alternative method is used. We increase
the number of MOSt’s in the N tree circuit in order
to change R, discontinuously, and then R, is replaced
with N,,. In other words, we use circuits such as in-
verter, two-input NAND gate, three-input NAND
gate, and so on, as the primitive cases; but only one
MOSt near the output accepts the input signal, and
the others are kept in the turn-on state. The reason
why the input signal must be placed near the output
is so that the effect of internal charges can be avoided.
The effect of internal charges we may meet in actual
circuits are extracted as an independent problem (see

‘next subsection).

The value of delay time is measured by three
steps as follows. (1) Find two points whose voltages
are 90% (4.5V) and 50% (2.5V) on the dutput wave-
form (for a falling signal). (2) Draw a straight line
through these two points, and then produce a cross
point, denoted by ‘A’ as shown in Figs. 5 and 6, when
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Dominant delay surface - - -
Approximate surface Dd ——

delay, ns

slope (Si), ns 2 5

Fig. 9. The dominant delay surface and its approximate surface
Dd-

you meet the 5V horizontal line. (3) Measure the time
distance between point A and the point that is the
starting point (i.e. the point D in Figs. 5 and 6) of the
overshoot. For each primitive case, changing the
input slope will produce a set of discrete two dimen-
sion curves, called NANDx-curves (x is the number
of input). By collecting all the sets of data, we can
plot a three-dimensional surface as shown in Fig. 9.
To simplify the calculation, we can use a hyperbolic
surface (Eq. (12a), also shown in Fig. 9) to fit it.
However, without obviously increasing the speed, the
more accurate approximate surface (Eq. (12b)) is pre-
ferred to obtain a more accurate delay time.

D,=(0.0292N,+0.369)(5+0.3)+0.12 (12a)
D,=(-0.023N+0.19N,+1.12)(-0.00475}

+0.385;+0.91). (12b)
The deriving procedure is described as below:

Step 1: Use a straight line to fit a NANDx-curve in
DS plane, called curve ¢.

Step 2: Use a straight line to fit the curve, called
SLOPEy-curve (y is the value of the input
slope), in the DN, plane, and then normal-
ize this curve, called curve B, which is used
to modulate the curve « in the direction of
the N,-axis.

Step 3: Dy=(curve a)(curve B)+offset.
This method is not the best for fitting the surface built
by experimental data but it is very flexible and
efficient. In general, the most events fall into the
lower left corner area of the delay surface, and
this procedure can let us specify the area to fit it
better by choosing a NANDx-curve and a SLOPEYy-
curve. The offset is used for shifting the D,-sur-
face to further approach the specified area because
the area near the D -axis is also a low event density
area.

Error delay surface - - -
Approximate surface De —

delay, ns

e
T U0 NP ey ey
T P T

LT AL T T
4...,.’,.'

i 04 |oad (Cl), pf

slope (Si), ns 2

Fig. 10. The error delay surface (N,=1) and its approximate sur-
face D,.

(2) Error delay equation:

Np is fixed, so this equation describes the rela-
tionship among error delay (an offset value with
respect to Dy, i.e., the D, component is not involved),
S;, and C;. This equation is used for compensating
the value of delay time calculated by the dominant
delay equation, which does not consider the effect of
the changing factor C;. If N, is adjusted, we obtain a
set of surfaces. It means that we can obtain a dis-
crete three-dimensional surface for each primitive
case. The method for constructing this surface is the
same as mentioned above. The difference is that §;,
and C, are changed for each primitive case, and the
data are the offset values with respect to the values
measured for the dominant delay equation. For ex-
ample, if S; = Ins and C;= 0.2pf for a two-NAND
gate, the value of delay time is measured and sup-
pose it is 0.6ns. However, the dominant delay is 0.5ns
(also an assumed value) under the circumstance that
Si = 1ns. Remember that C, is always fixed when
deriving the D,. Here suppose it is 0.1pf. Therefore,
the error delay is 0.1ns, and this value is caused by
C, changed from 0.1pf to 0.2pf. Similarly, we can
also use a set of hyperbolic surfaces

D,=f(N,)(0.2935,C+0.023) (13)

to fit them, where f(N,) represents the coefficients
that are the function of N,. The surfaces when N =1
are shown in Fig. 10, which include the surface de-
rived from the experimental data and its approximate
surface.

In BTS the estimation of N, is not easy in the
simulation of real circuits because there may be sev-
eral discharging paths. Therefore, an alternative
method is adopted: N, is calculated by the total
equivalent resistance R, of all discharging paths
divided by the turn-on-resistance R,, of single MOSt
, i.e. N, ZR,,.,/R,,. For example, in Fig. 4(a) let
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Vy=Ve=V=V,=0V and V,=V=V,=VeV,=V,=V,=V=
Vu=V,=5V, then Ry,,=R;+ (Ril|R)+R,+R,. Although
there are five turn-on NMOSt’s, N, is 3.5 in this case
if all NMOSU’s are identical. In the most cases, N,
will not be exactly an integer because of two reasons
: (1) parallel-connection almost always exists in the
gate circuits, and (2) there may be more than one
MOSt situated in the transient (off-to-on) state in the
CMOS gates. An active tree has at least one tran-
sient MOSt, and the transient MOSt that is most near
the output node, denoted by MOSto, must be treated
as a turn-on MOSt because one transient MOSt is al-
ways contained in the primitive cases (i.e., i-input
NAND gate, i=integer number). It means that the
transient MOSt, except MOSto, will be replaced with
the effect resistance R,. Because R, is greater than
Ron, N, will be greater than the actual number of
MOSt’s in the discharging paths connected by series
when more than one MOSt is in the transient state. It
is reasonable because the larger resistance of R, can
be seen as the resistance composed of more than one
MOSt that is in the turn-on state. Finally, we con-
clude that the effective resistances of transient
MOSt’s on the discharging path can be obtained by
looking up the R,-table but the one that is most near
the output should be treated as the turn-on MOSt and
replaced by R,,. Calculating the values of Ry, for
each node in the PN tree is not extra work because it
has already been built into BTS for solving the inter-
nal charge problem[4] [5].

2. Internal nodes

The delay due to the internal chargés can be cal-
culated approximately as

cdav

where 1 is the average current, Vg is the voltage

swing, R is the effective resistance of the conduct-
ing path and Q is the charge stored in the internal
nodes [11]. More than one internal node may be
going to charge or discharge in the PN tree, and
these nodes must be taken into account when calcu-
lating the switching delay. Thus, Eq. 14 is rewritten
as

X
D; =228 (15)

where R; is the effective resistance of internal node
N; with respect to the ground, and Q; is the charge
stored in the internal node N;. For example, consider
the circuit in Fig. 4(a). If V=V =V,=V,=V=V,=V=V,

=V=V,=5V, V;=V=0V, and V=V,=0V to 5V, then the
internal nodes N, and N; are considered because only
both nodes have the charges to be discharged. The
total delay time caused by the internal charges is
Af:AtNl‘FA[N:;, where

Atyy = 2R 2N o(R,IIR )+ R, + R,) 2N
v, Vs
0] o
A’N3=2RN37NS3=2(R"'+Rn) ‘;\:3 .

After all, the total delay is summed up by the
delay times caused by the effect of overshoot and the
internal nodes (including the charge sharing effect

(4151
D=Dd+De+D,'. (16)
VI. SLOPE ESTIMATION

If the output waveform can be treated as a simple ’
RC waveform, then the parameter 7 in Eqgs. (10)
and (11) can be calculated by the equation: T=(t5pq—
t10%)/2=0.294RC. In BTS we defined slope as
the time spent by the signal voltage dropping one
volt, i.e. in units of time/volt, and then T=S when
Vdd=5V'

T=8=0.294RC (17)

-1. Non-active tree effect

Because the falling signal of the output is af-
fected not only by the N tree but also by some inter-
nal nodes connected to the output node in the P tree,
the algorithm for computing the slope should consider
both and then estimate the total effect. The effect of
the internal nodes in the non-active tree can be dem-
onstrated by the circuit, for example, Fig. 4(a). Ini-
tially, let V,=Vy=V;=V =V;=V=V,=0V and V=V
V=V=V;=V,=V,=5V, so there are two internal nodes
charged to 5V,which are N5 and N¢ in the P Tree.
Next, by changing V,, V, and V, from OV to 5V, a
new discharging path is formed and the output will
be discharged to Gnd. The discharging path is M-
M-M,-M,-Gnd, where M; is the MOSt whose input
is named i and ‘-’ means that the discharging current
will flow from the left side to right side. If V,=0V
before V,, V, and V, are changed, Ns and Ny will be
discharged to output through the path M,-M,-output
and M.-output, respectively. Observing the wave-
forms of nodes Ns, Ng and the output node resulting
from SPICE, we can find that the slope of Ns, N¢ and
the output waveform are almost identical (see Fig.
11). Therefore, we estimate the waveform slope of
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input -~

internal node N5 -

internal node N6 —
output without internal nodes N5 and N6 —
output with internal nodes N5 and N6 —

voltage, V

time, ns
Fig. 11. Comparisons of output waveforms of the circuit in Fig.
4(a).

Ng instead of the output node as the output slope. For
comparison, we also consider the output waveform
without it being affected by the internal nodes in the
non-active tree. If we let V,=5V before V,, V, and V,
are changed, then the internal nodes N5 and Ng will
not participate in the discharging process. We also
show this waveform in Fig. 11 (curve A).

2. Bottle neck effect

When estimating the slope, one of the most im-
portant factors, called bottle-neck effect, cannot be
neglected. In fact, a bottle-neck always exists in the
charging/discharging path, and dominates the charg-
ing/discharging rate. It easy to estimate the case
where the circuit is in a pure series connection and
only one MOSt is in the transient state. In this case,
the MOSt is nearest the Gnd (ground) node, in gen-
eral, there will be a bottle-neck if all MOSt are iden-
tical. However, the problem will become difficult to
handle when multiple active input signals occur in a
cluster, especially when the circuit is a complex gate.

‘Multiple active input signals’ means that more than .

two events make their correspondent MOSt’s turn on
simultaneously. If we replace all the transient MOSt’s
with Rr unconditionally, then a larger error will ap-
pear in the slope estimation. The error is caused by
overestimating the influence of the transient MOSt’s
not in the bottle neck. The bottle neck effect and the
multiple active input signals problem have been
solved, see Ref. [6].

3. The algorithms
To simplify the algorithms, we modified the P

tree by flipping it horizontally. Consequently, the
P tree and N tree have the same direction when

traversing them, namely, if we traverse them from left '
to right, it also implies that we traverse the P tree and
N tree from the output node to the source node (V44
or Gnd); refer to Fig. 4(b) to check this property of
the PN tree. Based on the modified PN tree, we thus
can develop a general form of the algorithm described
below. Four steps are used in BTS for estimating the
slope:
Stepl: Traverse the active tree with a forward-post-
order manner to calculate the total equivalent
RC time constant 71 of all discharging/charg-
ing paths (see algorithm ActiveTreeSlope( )).
Note that the ‘forward’-post-order means that
- the tree has been traversed from left to right.
Step 2: Traverse the non-active tree with a forward-
post-order manner to calculate the equivalent
RC time constant of each internal node con-
nected to the output, and choose the node N4,
with the maximum RC value 72 (see algorithm
NonActiveTreeSlope( )).
Step 3: Use the equation as follows to obtain the
equivalent RC time constant 7.

=11+ 12+(the R, of Active-Tree)

*(the Cey Of Niax)- (18)
The derivation of Eq. 18 is explained at the
end of this section.

Step 4: Use the Eq. 17 to obtain the final result, that
is, $§=0.294 1. This S, exactly the T, can be
substituted into Eqs. 10 and 11 to plot the
transient waveform.

The equivalent RC time constant of the active
tree can be computed by the equations as follows and
by the recursive way while traversing the whole RC
tree [2].

(1) leaf node:

R.=R;or R,,

C.=C

Toq=ReqCeq- (19)
(2) for series connection:

Req=Reql+Req2

Ceq= Ceq 1+ Cqu

Teq1=ReqlCeq1 (20)

Teq2=Req2 Cqu

© Teq=Teq1t Teq2+Req1 Cqu-
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Note: R, is closer to the output node than R.,;.
(3) for parallel connection:

R, =R q1l|Reg2

Ceq=Ce1+Cop

Teq=Reg(Teqi/Reg1+ Tega/Reg2). 21)

The same equations as mentioned above can be
applied to step2 for the non-active tree, except that
we process each node connected to the output indi-
vidually (not the whole non-active tree) and that R,;,
is closer to the output node than R,.,. The algorithms
are listed as below:

EstimateSlope()
{
for each block{
if(output changed from LOW to HIGH){
ActiveTreeSlope(*PtreePtr, &R1, &C1,
&T1);
NonActiveTreeSlope(*NtreePtr, &R2,
&C2, &T2); ‘
}
else{
ActiveTreeSlope(*NtreePtr, &R1, &C1,
&Tl1);
NonActiveTreeSlope(*PtreePtr, &R2,
&C2, &T2);
}
Search the vertex that has the max RC value in
the NonActiveTree LinkedList, which is pro-
duced by the NonActiveTreeSlope(), and copy
the results to R2, C2 and T2.
slope=((T1+R1*Cload)+(T2+C2*R1)) *0.294;
}

}
ActiveTreeSlope(VERTEX *vertex, float *R, float

*C, float *T)
{
if vertex is a leaf vertex{
*R=Ron or Rt of vertex;
*C=capacitance of vertex;
*T=(*R)*(*C);
return;
}
ActiveTreeSlope(left subtree of vertex, &leftR,
&leftC, &leftT);
ActiveTreeSlope(right subtree of vertex, &rightR,
&rightC, &rightT);
if vertex is an AND vertex {
if(left subtree is nonactive or right subtree is
nonactive){
*R=INFINITE; *C=leftC;

*T=0.0;

}

else{
*R=leftR+rightR; *C=leftC+rightC;
*T=rightT+leftT+rightR*1eftC;

}

}

else{ /* vertex is an OR vertex/
casel: left subtree and right subtree are
nonactive
*R=INFINITE;
*1=0.0;
return;
case2: left subtree is nonactive and right
subtree is active

*C=leftC+rightC;

*R=rightR; *C=leftC+rightC;
*T=rightT+rightR*1eftC;
return;

case3: left subtree is active and right subtree
is nonactive
*R=leftR;  *C=leftC+rightC;
*T=leftT+leftR *rightC;
return;
cased: left subtree and right subtree are ac-
tive
*R=(leftR*rightR)/leftR+rightR);
*C=leftT/leftR+rightT/rightR;
*T=(*R)*(*C);
return;
}

}
NonActiveTreeSlope(VERTEX *vertex, float *R,

float *C, float *T)
{
if vertex is a leaf vertex{
*R=Ron or Rt of vertex;
*C=capacitance of vertex;
*T=(*R)*(*C);
return; '
}
if vertex is an AND verte:
NonActiveTreediope(left subtree of ver-
tex, &leftR, &leftC, &leftT);
if(left subtree is nonactive){
*R=INFINITE; *C=0.0;
*T=0.0;
return;
}
NonActiveTreeSlope(right subtree of
vertex, &rightR, &rightC, &rightT);
if(right subtree is nonactive){
allocate an element to record leftR,
leftC and leftT , and then append it
to NonActiveTreeLinkedList.
*R=INFINITE; *C=rightC;
*T=0.0;
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input ---
SPICE —
BTS —

voltage, V

time, ns

Fig. 12. Simulated waveforms of the complex gate in Fig. 4(a).
Dot line: input.

else{
*R=leftR+rightR; *C=leftC+rightC;
*T=rightT+leftT+leftR *rightC;

}

else{ /* vertex is an OR vertex/ .
NonActiveTreeSlope(left subtree of vertex,
&leftR, &leftC, &leftT);
NonActiveTreeSlope(right subtree of ver-
tex, &rightR, &rightC, &rightT);
case 1: ...
case 2: ...
case 3: ...
case 4: ...
/* These four cases are the same as
ActiveTreeSlope(); */

}

}
Equation (18) is derived by the same idea as Eq.

(20): the whole active tree acts as R,,, and the path
connecting N, and the output node acts as R.. In
addition, both are connected in a series. Hence, we
can use Eq. (20) to derive Eq. 18.

4. An example

To be more specific, an example smilar to one
mentioned above (only the case that N5 and Ny par-
ticipate in the discharging process, also see Fig. 4(a))
is used for demonstrating this method. In stepl, the
discharging path is M,-M;-M,,-M,-Gnd, and this is a
series connection. We traverse the N tree by the for-
ward-post-order method, and use Eq. (20) to obtain
the result T1=(R;,Cioaa+(RiCy1+RmCr3+ R, Ch)+
(Rk+Rm)CIoad)+ RnCN4+Rn(Cload+CN1+CN3)' In Stepzv
the discharging path is M -M-output, and this is also
a series connection. We also traverse the P tree by
the forward-post-order way, and obtain the result
12=R,Cns+R4Cns +R.Cys. Finally, the total slope

SPICE: input ---
SPICE: last stage output —
BTS: last stage output —

voltage, V

0 10 20 30 40 50
time, ns
Fig. 13. Simulated waveforms of an inverter chain.

T= T1+T2+(Rn+Rk +Rm+Rn)(CN6+CN5)~

The method in step 2 is an approximate method.
However, it can meet our requirements in the most
cases.

VII. SIMULATION RESULTS

This method has been tested extensively for ba-
sic modules such as counters, decoders, adders, and
ALU’s. A one-cluster circuit, also using the circuit
as shown in Fig. 4(a), is simulated by using SPICE
and our timing simulator BTS. The results are com-
pared as shown in Fig. 12. The bold solid line is the
result obtained from our simulator. There is only a
small error presented in this circuit because it is
an one stage circuit. The simulated waveforms re-

. sulting from BTS are plotted by using Egs. (10) and

(11). Of course, before plotting the waveforms, we
should estimate the delay time and slope by using the
methods stated in section V and VI. Actually, the
waveforms are processed by the waveform-processor,
which is a post-process; it means that only the values
of delay and slope are calculated during the simula-
tion. Fig. 13 shows the waveform comparisons of an
inverter chain with SPICE results. In this circuit,
there are 100 stages passed from input to output, and
any error in delay estimation will be accumulated to
the next stage. However, only a small total error
(4.5%) is presented because an inverter is the sim-
plest primitive case, and it does not contain any in-
ternal node. The simulated waveforms of an adder
SN7483 and a four-bit ALU 74381 are shown in Fig.
14 and Fig. 15, respectively. A slightly larger amount
of error is produced, chiefly due to internal charges,
input patterns (different from the primitive cases) and
accumulated error, but the largest error is no more
than 10% in both cases.

The CPU time comparisons are summarized in
Table 1. The results show that the speed of BTS is
two or three-orders faster than that of SPICE if the
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Table 1 : Comparisons between BTS and Spice

CPU time on PC Primary Max.
Circuit MOSt (DX4-100), secs Speed ratio input error
no. BTS Pspice event no.
five-input NAND gate 10 0.50 29.33 0.017 40 <1%
complex gate (Fig. 4(a)) 14 0.11 2.53 0.043 2 <1%
inverter chain (100 stages) 200 0.28 241.18 0.0012 1 4.5%
7483 258 0.99 774.64 0.0013 13 6.9%
74381 584 1.10 1670.98 0.00066 14 4.4%
SPICE --- SPICE ---
P BTS — 6 BTS —
(a) output FO
5 5
‘ > 4
g3 ER
g2 1
1 0
0 0 10 20 30 40 50 60 70 80 90 100
0 10 20 30 40 50 60 70 80 90 100 110 120 6 () output F
6 5
(b} Sum4 > 4
4 Q
& 3
> c2
% I
£
§ ] ; : .
0 10 20 30 40 50 60 70 8 90 100
_______ 6 (c) output F2
P It
0 10 20 30 40 50 60 70 80 90 100 110 120 > 4
1]
6 g3
5 (c) Carry R
1
>’ 4 0 oov . ]
E:f’ 3 0 iI0 20 30 40 S50 60 70 8 90 100
ERF 6
(d) output F3
1 5
e 5
% 3
0 10 20 30 40 50 60 70 80 90 100 110 120 3 N
time, ns g ;
Fig. 14. Simulated waveforms of a 4-bit binary full adder with 0

fast carry SN7483A. (a) sum output bit3, (b) sum output
bit4, and (c) carry output.

circuit is a large circuit. The speed ratios (simula-
tion time of BTS divided by that of SPICE) are also
shown in Table 1. It is a little bit slower than the
previous version of BTS; due to the fact that the
delay model in the new version of BTS is more
complicated than it was in the previous version of
BTS.

0 10 20 30 40 50 60 70 80 90 100

time, ns

Fig. 15. Simulated waveforms of a 4-bit ALU SN74S8381.

VIII. CONCLUSION

An accurate waveform approximation technique
is proposed, and achieved by a new approach of
delay estimation and modified slope estimation. This
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method improves the previous version of BTS that
converted the overshoot effect to the turn-on-time of
MOSt (the value of Vy was shifted to 3.1V}, and can
offer better adaptability for a wide range of circuit
and input specifications. For each different fabrica-
tion process, the equations for delay estimation are
derived only oncé. The deriving procedure is simple
and quick, not tedious work because it can be achieved
by only a few samples. Of course, this procedure can
also be done by a computer program.

The multiple active input signals will affect the
delay and slope behavior of CMOS circuits. The lat-
ter problem, where slope behavior is affected by mul-
tiple active input signals, has been conquered [6] and
the former problem, where delay behavior is affected
by multiple active input signals, is the future work.
In addition, the relationship among the delay, distri-
bution and amount of the internal charges should be
researched further.
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NOMENCLATURE
C capacitor
C; parasitic capacitance at node k
Cloud load capacitance
D delay
D, dominant delay
D. error delay
Gnd ground
M; the MOSt whose input is named i.
0 charge
R effective resistance
Ry effective resistance
R,, resistance of MOSFET at high input
R, resistance of MOSFET during gate voltage
from low to high
S slope
S; slope of the input waveform

Tort time
vdd supply voltage
Vr threshold voltage

Greek symbols

AT charging/discharging time
T time constant
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ABSTRACT

Caches, data path, and burst transfer memory are the major hard-
ware techniques used to reduce the latency between the processor and
the main memory. We explore the design space among the hit ratio
(hence a cache size, or an improved cache structure), data path width,
and the transfer memory design through a performance tradeoff meth-
odology. For the tradeoffs among these three factors, our evaluation
shows that if a D-byte data path system and a 2D-byte data path system
have the same performance, then the hit ratio difference that trades the
performance of a D-byte wide data path is between 0 (low bound) and
1-HR (high bound) where HR is the hit ratio associated with the D-
byte system. For current main memory systems, doubling the data path
trades about half of the high bound of the hit ratio traded in a transfer-
time dominated system. Doubling the data bus is more advantageous
when the processor is designed with the use of a high-speed non-con-
stant-time-dominated L2 cache. Doubling the bus width trades a large
percentage of the hit ratio when a large amount of non-cacheable 2D-

byte memory traffic exists.

I. INTRODUCTION

IC technology has accelerated processor speed
in the range of hundreds of MHz. To cope with such
a high-speed processor, a second-level cache memory
(L2). a larger processor data bus, or a faster memory
is used to achieve a higher performance [1, 6, 9, 10].
In a cache-based system, both the cache system and
wider data path reduce the average memory delay time
and thus improve performance. One system using a
larger cache may claim better performance over a sys-
tem using a wider data path and vice versa [6]. The
same argument also applies to performance using ei-
ther a larger cache or a faster memory. Using an on-
chip second-level cache or a larger primary cache
increases the die cost while a wider data bus increases
the processor pin count and the packaging cost. A
small CPU packaging size is quite desirable in

hand-held machines. The performance of a faster
memory and a higher bus transfer rate is usually lim-
ited by the reliability of transfers among devices [1].
When coming to the decision to increase the data path,
the transfer speed, or the die area of the on-chip L1
cache to improve performance, the priority of which
should go first is unclear and often quite contentious.
However, it is well known that these hardware tech-
niques all contribute to the performance of a cache-
based system [6].

A fair way to determine which architecture
alternative should be given higher priority is to ex- -
amine the costs or design complexity based on a per-
formance equivalent point for which one alternative
is used while the other is not. The configuration that
has a lower implementation cost or less design com-
plexity but with the same performance is then the best
choice. If we examine how cache memories, data path
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width, and memory design affect performance, we ob-
tain the following observations. Improving the cache
hit ratio reduces the mean memory delay time [4].
Increasing the width of the data bus (processor data
path or board level bus) or using a higher speed
memory also reduces the mean memory delay time.
Therefore, we can establish a performance equiva-
lent point based on the mean-memory delay time [2].
Once a certain cache size, data path width, and
memory design are decided with the desired perfor-
mance point, the system configuration with a lower
cost or less implementation complexity can be easily
determined.

In this paper, we assess the design tradeoffs
among the cache hit ratio (hence a cache size, or an
improved cache structure), data path width, and burst
transfer memory design with a performance model
based on the mean memory delay time. The memory
cycles of reading a cache line in a burst transfer
memory system consist of a constant time and a per-
bus transfer time. We show how various transfer
memory designs affect the amount of hit ratio traded
with a wider data path. In particular, if a D-byte sys-
tem and a 2D-byte system have the same performance,
then the hit ratio difference that trades th. zrfor-
mance of a D-byte wide data path is betwec: U (low
bound) and 1-HR (high bound) where HR is the hit
ratio associated with the D-byte system. The exact
amount of hit ratio traded is determined by the con-
stant time and the per-bus transfer time of the memory
system used. For current main memory systems, dou-
bling the data path trades about half of the high bound
of the hit ratio traded in a transfer-time dominated
system. Doubling the bus width trades a large per-
centage of the hit ratio when a large amount of non-
cacheable 2D-byte memory traffic exists.

Applications like hand-held machines usually
require a small CPU packaging size. For these sys-
tems, a data path width of a 4-byte system with a cache
of less than 32KB is quite attractive because it
achieves the performance level of an 8-byte system
with a cache of up to 8KB for the SPEC92 bench-
marks. Doubling the bus width trades a hit ratio that
is close to the high bound if the processor is connected
to a transfer time dominated memory system. For
this, doubling the data bus of a processor is more ad-
vantageous when the processor is designed with the
use of a high speed non-constant-time-dominated L2
cache in mind. For the SPEC92 benchmarks, we ob-
serve that doubling the bus trades more die area when
the existing cache size is large. In a constant time
dominated system, the effectiveness of doubling the
data path is limited if no non-cacheable 2D-byte
memory references exist. In systems using a burst
transfer memory design, an attempt to double the data
path should be accompanied by a reduction of the

constant time. Otherwise, a cache structure enhance-
ment, such as a higher set associativity, can easily
achieve the performance improvement of doubling the
data path. However, if a large amount of non-
cacheable 2D-byte memory traffic exists, doubling the
bus width should be considered first.

The rest of this paper is organized as follows.
Section 2 discusses the related work. The notation
and assumptions of the hardware under study are
given in Section 3. In Section 4, we develop the per-
formance equivalence model, present the tradeoff
results of hit ratio and data path, and examine the im-
plications on the CPU die area with respect to the
design of the memory system. Generalization of the
model to include non-cacheable memory references
is presented in Section 5. We discuss issues regard-
ing the validation of the model in Section 6. Our con-
clusions are given in Section 7.

II. RELATED STUDY

Design tradeoffs for two-level caches have been
evaluated in [1, 6]. Jouppi combined Mulder's area
model and Wada’s access time model with miss ra-
tios to determine better on-chip memory configura-
tions [7, 12]. Data path width and bus transfer speed
are not considered as a tradeoff alternative in the
study. The bandwidth of data memory hierarchy for
superscalar processors has been examined in [11].
Sohi suggested that L1 cache design incorporate cache
properties such as non-blocking and multi-ported for
superscalar machines with a high issue rate. Smith
and Przybylski used the cache miss ratio obtained
from trace-driven simulations to study the factors for
choosing a cache line size [8, 10]. The criterion in
selecting the best line size is to find the line size
which minimizes the mean memory delay time per
memory reference or the mean read time [10]. Bugge
examined two-level cache designs by calculating the
cache miss cost, which is basically the miss ratio
multiplied by the miss cycles in refilling a line as that
used by Smith [1]. From these previous studies, we
found that the mean memory delay time metric has
been used extensively in addressing many aspects of
the design of a cache-based memory system [4].

In our earlier work, we used the mean memory
delay time metric to evaluate the performance of vari-
ous hardware techniques [2]. The results showed that
the pipelined memory system is most advantageous
for increased performance, while doubling the bus
width is the second choice and the use of read-by-
passing write buffers comes next. In the earlier re-

search we used the non-pipelined memory model as

the baseline system to compare the performance of
various hardware techniques. The results presented
in this paper are an extended version of Section 6.2
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in [2]. We address new issues uncovered in that re-
search including the implications of using L.2 caches
and transfer memories on the tradeoff of the cache
hit ratio, results of using SPEC92 benchmarks, and
the generalization of the tradeoff model for non-
cacheable memory references.

III. SYSTEM MODEL

We consider a RISC-type processor that has split
caches. The data cache uses the write-back and write-
allocate policy and brings in a whole line from the
memory for a cache miss. The memory system is as-
sumed to use the same memory cycle time for read/
write misses. Table 1 illustrates the architecture and
application parameters for a typical cache-based

- system where the number of bytes reads, R, can be
related to the hit ratio of a cache (i.e., its size). Pa-
rameter  is used to specify the amount of copy-back
traffic due to replacement of dirty lines. For a cache-
based system, we distinguish cache-stalling features
that are related to various cache implementations, and
processor bus interface control that is related to the
memory system design. A cache miss can be satis-
fied in different ways that are determined both by the
cache implementation as well as the memory system
design.

For instance, a designer can simplify the
memory system design by using a non-pipelined
memory system. Alternatively, the designer can de-
sign higher performance memory systems such as
pipelined or burst transfer memories in which the first
read takes more cycles and the subsequent words
come at a faster rate. However, the cache and pro-
cessor implementation determines when the proces-
sor may use the requested data. As an example, the
first read may fetch the first word in a cache line or
the first read may fetch the requested word of the pro-
cessor. The processor may be stalled until the entire
line has been filled or it may start execution as soon
as its requested word has come into the cache. A non-
blocking cache is a more aggressive implementation
that allows the CPU to continue during a miss. These
alternatives are cache stalling features. That is, a
burst transfer or pipelined memory is a mechanism
which moves a cache line into the cache faster while
the stalling features determine when the CPU may
use the available cache data. Thus, irrespective of
the cache stalling features, a general form of memory
cycles of reading a cache line in a burst transfer
memory can be represented by C+ (L/D) where C is
a constant time and f is the number of clocks of per-
bus transfer. Constant time C is the clock cycles for
the presentation of address to the memory system and
memory access latency. It may include cycle times
for address decoding and bus arbitration.

Table 1. Architecture and application parameters.

L Cache line size in bytes. )

D Processor external data bus or memory
data path width in bytes.

C+B(L/D) Memory cycle time per cache line nor-
malized with the CPU clock cycle.

E The number of cycles executed by a
processor for an application.
R The number of data bytes read in full

bus width by a processor upon read or
write misses for E cycles executed.

o Cache line copied-back ratio for E
cycles executed (0<a<l).

E; The total execution cycles for all in-
ternal (non-memory reference) instruc-
tion

E, The number of load/store instructions.

h, Cache hit cycle time normalized with

the CPU clock cycle.

IV. TRADE-OFFS OF CACHES AND
TRANSFER MEMORY DESIGN

In this section, we first quantify the CPU ex-
ecution time for the out-of-order execution proces-
sor model and develop the performance equivalent
point where various architectural features can be used
to achieve that. Then we present the trade-offs among
these hardware techniques and address the implica-
tions on practical issues.

1. Components of execution time for out-of-order
processors

Performance is best quantified by the program
execution time. For current out-of-order execution
processors, quantifying the execution time is a
profound and difficult task. We approach this
problem by classifying the execution time into dif-
ferent components. The first portion of the CPU
execution time consists of the cycles when the
processor executes the non-memory reference in-
structions or memory reference instructions that
are on-chip cache hits. This portion of the cycle
time is due to the processor chip’s internal activities.
The second part of the CPU execution time is due
to executing instructions that have bus requests.
This portion comes from cache misses for reads
and writes and replacement of dirty cache blocks.
Total execution cycles can be represented by E as
follows:

_ _R R1+9) L
E=E,UE, L)h,uv(RL )(C + L) 1
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where E is the union of three major cycle counts, that
is, from the total execution cycles for non-memory
instructions, the cache hit cycles, and the external
memory reference cycles. These three cycle counts
may overlap each other depending on the hardware
used, especially for current dynamic execution
superscalar processors. In Eq. (1), (E,—R/L)h, rep-
resents the cycles of load/store instructions that hit
in the data cache since R/L represents the number of
load/store instructions that cause cache misses. We
do not represent any cycles due to instruction fetch-
ing because they are assumed to be overlapped with
E. If instruction fetching contributes to the execu-
tion time, its effect is similar to the increase in R.
For an in-order issue and in-order completion scalar
processor, its execution time E; can be simply repre-
sented as

- _Ry ,R1+9 L
E=E+E,- By + D caply @)

In this case, we assume that the cache is full block-
ing and there are no write buffers. Therefore, the miss
cycles and write-back cycles all contribute to the ex-
ecution time. If we improve the system by using cer-
tain hardware mechanisms, such as the out-of-order
execution model, a non-blocking cache, or read by-
passing write buffers, or a combination of these, the
net effect scales the execution time E; with a speedup
factor, sp. In this system, the improved execution
time

_ _Ry  RA+O) L
Ep=Er &~ B+ EED oLy )

where O<sp<1. To focus on the tradeoffs among cach-
ing, bus width, and transfer memory design, we con-
sider the cycle times represented by Eq. 3 of a speed
up factor, sp. In this way, we isolate the effect of
other architectural factors on the execution time ex-
cept hit ratio, bus width, and transfer memories. We
elaborate more on this issue in a latter section by con-
sidering the case that portion of the memory latency
may be hidden from the CPU execution time.

2. Performance equivalent point

In a uniprocessor system, one can design the
system to achieve the same performance (execution
time) by using either the combination of a larger cache
(better caching) with a smaller data path, or the com-
bination of a smaller cache with a wider data path.
For instance, if System A uses a D-byte data
path while System B uses one 2D-byte wide, then Sys-
tem A must use a larger cache than System B for a
performance equivalent point. Hence, there is a

relationship between the difference of the hit ratio of
the two systems and the data path width at the same
performance equivalent point. Let the execution time
for the system increasing its processor external bus
as well as memory data bus to 2D bytes be represented
as follows.

4 1
Exp=(E;+E,~ By, + (Ei{i% C+Blyxsp. @

In the 2D-byte system, the cache line size, constant
time, and per-bus transfer time are the same as those
in the D-byte system. Also the number of instruc-
tions executed is the same because the same E; and
E,, are used. The differences are the bus width and
the caching capability, i.e., the size of the caches or
their structures. To establish a performance equiva-
lent point between the D-byte system and the 2D-byte
system, we let Ep=F,p, and find the memory refer-
ence ratio r in Eq. (5).

. U+ +BLy-h,
r=8_ D 5)

—(1+ol)(C+%)-h,'

Let the number of load/store instructions that hit
(miss) in the data cache be denoted by A4(4,,) and let
Ay=5A,,. The miss ratio, MR, of the data cache for
the D-byte system is given by

I T

MRI_ m+ n_S+1' (6)
We use the hit (miss) ratio in the D-byte system as a
base, namely a given hit (miss) ratio for the D-byte
system is used. To achieve the same performance,
the 2D-byte system could afford a lower hit ratio than
the hit ratio in the D-byte system. Equivalently, the
2D-byte system can use a smaller cache to have the
same performance. Since the same application is con-
sidered, Ay+A,=A",+A’,,. Only some load/store in-
structions that hit in the cache of the D-byte system
become misses in the cache of the 2D-byte system
due to a smaller cache size for the same performance
point. By saying this, we assume that when the two
systems are compared the cache line copy-back ratio
is the same.

Let MR, (HR;) be the miss (hit) ratio associated
with the 2D-byte system, and A’,,=rA,, where A’,,=R’/
L, then

- )'"m - m __r

MRZ—:[m”':[n—:[h'*':[m—m’ (7)
Let HR; be the hit ratio associated with the D-byte
system. For the two systems, the difference of the
hit ratio equals the difference of the miss ratios. Then
the hit ratio difference that trades the performance of
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a D-byte width is

—HR,=MR,-MR, = —% (8)

HR ’
where s= HlR (from A,=sA,.) and r=%

(A" =rA,). Eq. (8) is only valid for the physical sys-
tem where HR,>0. Also from Ep=E,p, we have
I+
rROED o plyr e, - By,
A, + /1

“*”w+&a+w Ry,
= yipm ©)

because Ay+A,=A4"4+A", for the same workload.
Therefore, the performance tradeoff is based on the
equivalence of mean memory delay time. This prop-
erty allows us to evaluate the design tradeoffs among
the hit ratio, bus width, and transfer memory design
without complicating the problem with other archi-
tectural features. That is, if one feature has a higher
performance in terms of mean memory delay time,
this feature in general will also have a higher perfor-
mance in terms of affecting the CPU execution time.

If we introduce instruction miss penalty into the
numerator on each side of Eq. (9) and replace the
denominator with I+A,+A,, and I+A";+A’,, where [ is
the number of instruction references, the above trade-
off model can be applied to a compositive hit ratio.
Using this trade-off methodology, we can determine
the bound of the hit ratio that trades the performance
of doubling the data path width for a burst transfer
memory system.

Theorem 1.

If a D-byte system and a 2D-byte system have
the same performance, then the hit ratio difference
that trades the performance of a D-byte wide data path
is between 0 (low bound) and 1-HR,; (high bound).

Proof:

For a transfer time dominated memory system
(B is much greater than C), and given that o=c/, we
apply L’Hospital’s rule {5] in Eq. (5) and find r=%

=2. Therefore, HR,—HR,=1-HR; from Eq. (8). On
the other hand, for a constant time dominateg memory
system (C is much greater than f3), and r=%=l. This

determines the low bound of the hit ratio, that is, HR—
HR»=0.

Corollary 1.
Using the hit ratio HR; of the 2D-byte system
as a base, the amount of hit ratio difference that trades

(D = 4, 50% flushes, L = 32, base HR = 90%.)
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Fig. 1. Data Path and Hit Ratio Tradeoff Based on Burst Transfer
Memories

the performance of a D-byte bus width is between 0
and 0.5 (1-HR,).

Proof:
For a transfer time dominated memory system,

using Theorem 1,

Ry+1
HR,-HR,=1-HR,=1-"" ;‘L

=0.5(1 -HR,).
For a constant time dominated memory system, the
low bound of the hit ratio difference is HR;—HR,=0
as before. Therefore, the amount of hit ratio that
trades the performance of a D-byte data path is be-
tween 0 and 0.5 (1-HR)5).

The performance tradeoff between a 32-bit data
path and a cache memory at a base hit ratio of 90% is
illustrated in Fig. 1. When the processor external data
bus and memory width are increased from 32 bits to
64 bits, the hit ratio in the 64-bit system can be smaller
than the base hit ratio of the 32-bit system for both
systems to have the same average memory delay time.
The amount of the hit ratio traded is plotted on the y-
axis in Fig. 1. The design limit is reached when the
per-bus transfer time and the constant time have the
value of one. We assume that the flush ratio is 0.5
although other values can also be used. In [9], Smith
also used 50% in describing the copy back traffic.
The cache hit time used is assumed to be 1 CPU clock
cycle.

3. Connecting to a high speed L2 cache

When the processor is connected with a L2
cache, the constant time and transfer time are often
relatively small. This design area is shown in the
upper left corner of Fig. 1. Considering C=1, for
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Fig. 2. The constant time is one CPU clock for connecting to a L2 cache. Performance equivalent systems between (a). (4-byte, 16KB)
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(16-byte, HR2).

instance, a 32-bit bus system using a cache with a hit
ratio of 90% has the same performance as a 64-bit
bus system using a cache of the same line size with a
hit ratio of about 80-81% (90-10 or 909, depending
on the B used). In other words, increasing the hit
ratio from 80% to 90% (10% increase), we can re-
duce the bus width (processor data bus and memory
bus) from 64 bits to 32 bits while the same perfor-
mance is preserved for a memory system of small
constant time. The bound of the hit ratio traded for
the performance of a 4-byte bus in this small con-
stant-time memory system is 10%. This value can
also be obtained by Theorem 1. That is, HR;—HR,=1~
HR=1-0.9=10%. The amount of hit ratio traded
greatly depends on how the constant time and the
transfer time are used. As an example, if the con-
stant time = 3 and the transfer time = 1 as shown in
Fig. 1, the amount of hit ratio traded for the bus width
is close to half of the high bound. Because current
high performance CPUs are usually designed in use
with a L2 cache, the hit ratio that trades the perfor-
mance of doubling the bus width will reside between
half of the high bound and the high bound.

We map the cache hit ratio to cache size and
show the cost and performance relationship between
cache size and data path width. To explain this, we
use the hit ratio data from the simulation results in
[3]. The results are the average hit ratio of the
SPEC92 benchmarks for a direct-mapped cache
with 32-byte lines. These hit ratio data are reported
in Table 2 again for the following explanation.
Suppose that one considers improving the perfor-
mance of a 4-byte data path and an 8KB on-chip data
cache processor. One of the alternatives is to increase
the cache size, for example, and keep the data bus
pin count down for other purposes, such as Vcc and
ground, and keep the CPU packaging size small.
Small packaging size is highly attractive especially
in hand-held computing machines. Increasing the

“cache to 16KB, for instance, is a viable choice. For

the same performance level, however, the designer
has another alternative to use, that is, using a 64-bit
data path while a smaller cache may be considered
when the die area is the constraint or the CPU pack-
aging is not a concern. We consider the best pos-
sible design of using a L2 cache system in which C=1
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Table 2. Hit Ratio (%) of Data Caches for the Average of the SPEC92 Benchmarks.

1KB 2KB 4KB 8KB

16KB 32KB 64KB 128KB

75.39 79.43 84.06 89.81

93.53 95.17 96.23 97.12

Table 3. Systems at performance equivalent point for the SPEC92 ‘benchmarks. Both the constant time
and the tranfer time are 1 CPU clock cycle. (The hit ratio of the 2D-byte system used is closer to

the cache size indicated by the ‘+’ sign.)

Base width = 4 bytes

Base width = 8 bytes

(4-byte, 4KB) = (8-byte, <1KB)
(4-byte, 8KB) = (8-byte, 2*-4KB)
(4-byte, 16KB) = (8-byte, 4-8KB)
(4-byte, 32KB) = (8-byte, 8"-16KB)
(4-byte, 64KB) = (8-byte, 8-16"KB)
(4-byte, 128KB) = (8-byte, 16-32KB)

(8-byte, 4KB) = (16-byte, < 1KB)
(8-byte, 8KB) = (16-byte, 2-4KB)

" (8-byte, 16KB) = (16-byte, 4-8"KB)

(8-byte, 32KB) = (16-byte, 8-16KB)
(8-byte, 64KB) = (16-byte, 8-16"'KB)
(8-byte, 128KB) = (16-byte, 16-32KB)

and B=1. In such a system, the first bus access would
require 2 CPU clock cycles while each of the subse-
quent bus accesses for the rest of the same cache line
takes one CPU clock cycle. In Fig. 2(a), we show the
hit ratio required for the 8-byte bus system to have
the same performance as the (4-byte, 16KB) system.
For B=1, the 8-byte system can use a cache of hit ra-
tio 87.55% with the same line size to achieve the per-
formance of the (4-byte, 16KB) system. Referring to
Table 2, the cache size corresponding to 87.55% of
the hit ratio is between 4KB and 8KB. That is, the
(8-byte, 4-8KB) system delivers the same perfor-
mance as the (4-byte, 16KB) system for the memory
system used. It must be emphasized that the memory
system used determines whether the (8-byte, 4-8KB)
and the (4-byte, 16KB) system deliver the same per-
formance.

Considering the range of a larger cache size,
suppose that a (4-byte, 32KB) system is to be imple-
mented. The 32KB cache has a hit ratio of 95.18%
from Table 2. Using the same memory parameters,
the alternative in the 8-byte counterpart with the same
performance requires a cache with a hit ratio of about
90.72% as shown in Fig. 2(b). The mapping indi-
cates about a size of close to 8KB but less than 16KB
from the simulation data in Table 2. Thus, the (4-
byte, 32KB) system and the (8-byte, 8"-16KB) sys-
" tem deliver the same performance under the speci-
fied memory system.

Doubling the base bus width for comparison, we
consider the case of an (8-byte, 16KB) and a (16-byte,
HR2) system. In Fig. 2(c), for the same memory pa-
rameters, the hit ratio for the equivalent performance
is about 88% for the 16-byte system. This would cor-
respond to a size of close to 8KB but greater than
4KB. While considering the case of (8-byte, 32KB)

and (16-byte, HR2) as shown in Fig. 2(d), we find
that the hit ratio for the equivalent performance is
91.05% for the 16-byte system. This maps to a cache
size of between 8KB and 16KB. Similarly, we can
obtain results for other cache sizes. These results and
the above are summarized in Table 3. Current pro-
cess technology has been able to put more than 60%
of the die area to the on-chip caches such as the
R10000 processor [13]. This allows the first level
on-chip data cache to achieve a size of 32 KB. To
achieve the performance equivalent point of an (8-
byte, 32KB) system, a 4-byte system needs to have a
cache of 128KB. This 128KB cache will consume
too much die area for the on-chip memory and hurt
the CPU clock cycle time. For this situation, dou-
bling the bus width is a better choice to achieve the
performance level for current technology.

On the other hand, applications like hand-held
machines usually require a small CPU packaging size.
In embedded applications, CPU packaging cost may
be a concern. For these applications, a 4-byte sys-
tem with a cache of less than 32KB is quite attractive
because it achieves the performance level of an 8-
byte system with a cache of up to 8KB. For these
SPEC92 benchmarks, we observe that doubling the
bus trades more die area when the existing cache size
is large. This effect is due to the saturation of the hit
ratio as the cache size increases.

4. Connecting to the main memory

A processor may be connected directly to the
main memory system. The main memory system is
usually constant-time dominated, and has a C/f ratio
much greater than one. For instance, a 167 MHz x86
system in a typical implementation uses 21 CPU
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Table 4. Systems at performance equivalent point for the SPEC92 benchmarks. The constant time is 21
CPU clocks and the transfer time is 6 CPU clock cycles.

Base width = 4 bytes

Base width = 8 bytes

(4-byte, 4KB) = (8-byte, 1KB)
(4-byte, 8KB) = (8-byte, 4KB)
(4-byte, 16KB) = (8-byte, 8KB)
(4-byte, 32KB) = (8-byte, 8-16KB)
(4-byte, 64KB) = (8-byte, 16-32KB)
(4-byte, 128KB) = (8-byte, 32-64KB)

(8-byte, 4KB) = (16-byte, 1-2KB)
(8-byte, 8KB) = (16-byte, 4-8KB)
(8-byte, 16KB) = (16-byte, 8-16KB)
(8-byte, 32KB) = (16-byte, 16KB)
(8-byte, 64KB) = (16-byte, 16-32KB)
(8-byte, 128KB) = (16-byte, 64KB)

clocks for the constant time and 6 CPU cycles for the
transfer time. In this case, the 32-bit data path trades
about 5% of the hit ratio (ref. Fig. 1), which is about
* half of the high bound. A larger constant time has an
adverse effect on the hit ratio that the bus width can
trade as shown in Fig. 1 for the constant time of 11,
21, and 31. This is quite clear because doubling the
bus width has a performance contribution only as the
per-bus transfer cycles increase. Namely, in a con-
stant time dominated memory system, doubling the
bus width may only give a little performance improve-
ment which can be easily obtained by improving other
cache structures, such as a higher set associativity.
This design space corresponds to the lower left cor-
ner in Fig. 1.

We use 21 CPU clocks for the constant time and
6 CPU clocks for the transfer time and examine the
tradeoff between doubling the bus width and on-chip
data caches. These results are shown in Table 4. The
tradeoff shows that in a more constant time dominated
memory system, doubling the bus trades a smaller
cache size as can be seen by comparing Table 4 and
Table 3. In general, wheh a processor is connected
to a memory with a larger C/f ratio, doubling the bus
width trades half or less than half of the high bound
traded in a transfer time dominated memory system.

Doubling the bus width is more advantageous when '

the processor is designed with the use of a high-speed
non-constant-time-dominated L2 cache in mind.

5. Caches and transfer speed

Another alternative to improve the performance
is to increase the transfer speed of the bus without
changing the bus width. The tradeoff between a cache
and bus transfer speed is addressed as follows.

Theorem 2.

If a system using a transfer time of 8 with a hit
ratio of HR| and the other using a transfer time of f/
2 with a hit ratio of HR, have the same performance,
then the hit ratio difference that trades the perfor-
mance of reducing the transfer clocks by half is

between 0 to 1-HR,.

Proof:
The CPU execution time for the system with §

1S

R(1+a)
E,;:(E,-+(Em—§)h,+ 7

(C+[%>)><sp(10)

while the CPU execution time for the system with 0.5

Bis
- _Ry, R+ . BL
EIE?_(E,.+(Em L)h’+ 2 (C+2D))><sp. (11

The relationship between Eq. (10) and Eq. (11) is the
exact same one as for Eq. (3) and Eq. (4). Thus, hit
ratio and reducing the transfer clocks by half hold
the same results as the tradeoff between doubling the
bus width and the hit ratio.

6. Memory cycles that are hidden from the CPU
execution time

Current processors employ many techniques to
mitigate the penalty of memory latency and thus im-
prove the IPC (instruction per clock) on overall
program performance. For instance, out-of-order ex-
ecution allows independent instructions to be issued
for execution while the load-dependent instructions
are buffered until the operand data are available. A
non-blocking cache permits multiple misses and does
not block the execution of the CPU. Memory system
optimizing techniques such as read-bypassing
store buffers or data prefetching allow the early ini-
tiation of the requests to reduce or hide the read pen-
alty [2].

In Eq. (3), we use a speedup factor for a lumped
representation of the case that a portion of the total
memory cycles is hidden from the execution of the
CPU. To explain the validity of this assumption on
the tradeoff model, we use the case when a non-block-
ing cache is used to hide the memory latency. As-
sume that when a non-blocking cache is used in the
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D-byte system, the portion of cache miss cycles that
are not hidden from the CPU execution time is de-
scribed by

¢x§(€+%>,os¢51, (12)

and the portion of cache miss cycles that are not hid-
den from the CPU execution time in the 2D-byte sys-
tem is represented by

¢’x%(0+ﬂ—2%), 0<g'<l, (13)

Specifically, the percentage of hidden memory cycles
in the D-byte system is

FHC—L=1_¢ (14)
L €+Pp)
and
H’
—t—=1-¢ (15)
R L
L C+Pp)

in the 2D-byte system where H,and H’, are the num-
ber of hidden cache miss cycles for the D-byte and
2D-byte wide system respectively. Because we
tradeoff the hit ratio (based on the non-blocking fea-
ture) and the bus width, it is necessary for the D-byte
and 2D-byte system to have the same percentage of
hidden cache miss cycles for a fair comparison. That
is, ¢ equals to ¢’. It is possible to tradeoff the hit
ratio of a full blocking cache with the performance
of a non-blocking feature if one knows the param-
eter ¢ for the non-blocking feature. With ¢=¢’, this
property is the same as we use the same flush per-
centage of & and ¢ in the comparison of hit ratio and
bus width. Because ¢ and ¢’ represent the portion of
memory cycles that are not hidden from the CPU ex-
ecution time, they can be used to quantify the effect
of other architectural techniques besides the non-
blocking feature that can hide the memory latency.
These include an out-of-order execution processor
model, or data prefetching. From these, we can state
the tradeoff results more generally as follows.

Theorem 3.

The tradeoff results between the hit ratio bounds
and bus width in Theorem 1 are indepéndent of the
use of the mechanisms that are capable of hiding the
memory latency.

Proof:

, #1+a)(C+BEY-n,
For ED=E2D’ r=&= 2 .
R ¢’(1+0!)(C+%)—h,

For the high bound, r=17$—=” given that o=’ and

¢=¢’. For the low bound, r=%=1. Therefore, the

hit ratio difference of bound that trades the perfor-
mance of doubling the data path is independent of
the use of the memory latency hiding techniques.

V.GENERALIZATION FOR
NON-CACHEABLE MEMORY REFERENCES

In this section, we generalize the tradeoff model
to include non-cacheable memory references, which
typically occur for transferring data in frame buffer
regions. A non-cacheable memory reference may re-
quire data from a single byte to a size larger than D
bytes depending on the load/store instruction ex-
ecuted. For instance, a non-cacheable byte-write
makes full use of a D-byte data path even though only
one byte is written. On the other hand, a non-
cacheable read usually fetches with D-byte data and
the CPU extracts the required portion to process if
the required data size is less than or equal to D bytes.
Larger data size may require multiple D-byte bus
cycles. Let N represent the number of non-cacheable
load/store instructions executed. In particular, for a
D-byte data path,

N. N N
N=NIB+TZB+...+%B+... _];D

w
= i ﬂ+ f‘, ivﬂ i=1,2,3,.., D, j=2,4, %
i=1 i j=2jD D
where w is the maximum operand or instruction size
which exceeds the bus width D while N;5 (N;p) is the
number of data bytes read or written using i (jXD)
bytes of the processor data bus. If we compare two
systems for data path advantage, the number of non-
cacheable load/store instructions executed should be
the same for the two systems. Assuming that each
non-cacheable cycle takes C+J clocks, then for a D-

byte data path, it takes

w
2 N. N,
& Ne, $ 00 c.p (16)
i=1 | j=2 D

cycles to execute the N non-cacheable load/store in-
structions. For a 2D-byte data path, the same N non-
cacheable load/store instructions take

2 N, 2 Np
> Ne 8 Ty 17
(i=1 i +j=22D)( +P) a7
cycles. The CPU execution time including N non-
cacheable load/store instructions for a D-byte data
path system is
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Fig. 3. Effect of Non-Cacheable 2D-byte Memory References on the Tradeoffs Between Doubling the Data Path and Hit Rate (Base

Width=4 Bytes).

2 N o N,
E(D‘NC)=(ED + (igl T,B +jg2 FID) (C +ﬁ))><sp (18)

while a 2D-byte data path system is

w

Nig Nip
; +jg2 2D)(C+[3))><5p (19)

D
Eopney=Eqp + (El

where Ej and E,p are specified as in Eq. (3) and Eq.
(4) respectively but without sp. Let Njp=T;R. Solv-
ing E(D.NC)=E(2D.NC)v we obtain

, 1+ C+pLy+ Lo+ p-n,
r=F_ D D (20)

R Ly_
(1+o/)(C+ﬂ2-5) h,

w w 7;
where @=("7, - X ﬁ?’). As before, HR, is the hit

ratio associated with the D-byte system while HR; is
the hit ratio associated with the 2D-byte system. The
hit ratio difference that trades the performance of a
D-byte width is given by HR\—HR,=(r-1)/(s+1) where
s=HR/(1-HR,) and r=R’/R as specified by Eq. (20).

Theorem 4.

Considering non-cacheable memory references,
if a D-byte system and a 2D-byte system have the
same performance, then the hit ratio difference that
trades the performance of a D-byte wide data path
approaches the limiting value (1-HR)+(4/3)P(1-
HR)) for a large per-bus transfer time.

Proof:

Using Eq. (20), r=R’/R=2+(4/3) @ for a large
transfer time ‘assuming a=0’=0.5. Therefore, HR,~
HR,=(1-HR))+(4/3) D(1-HR,) from Eq. (8).

If 7,=0, it means that there are no non-cacheable
memory references that can use the jxD wide bus.
However, it must be emphasized that if 7,=0, it does
not mean that there are no non-cacheable memory
references because a portion of the non-cacheable

N,
traffic is specified by Zi IT.'B which just uses at most

a D-byte wide data path for the transfers. For a large
transfer time, the non-cacheable 2D-byte traffic has
increased the amount of hit ratio traded to exceed the
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high bound in Theorem 1 in which all memory refer-
ences are assumed to be cacheable. Fig. 3 illustrates
the effect of non-cacheable 2D-byte traffic on the
tradeoff between the data path and the hit rate. The
non-cacheable 2D-byte traffic determined by 7, is
composed of non-cacheable memory references that
use a 2D wide bus. In a D-byte system, it would take
twice the number of memory cycles to move these
data.

In Fig. 3(a), a small percentage of non-cacheable
2D-byte traffic is used to illustrate the hit ratio traded
for doubling the data path. Because the non-cacheable
2D-byte traffic is small, the tradeoff curves are simi-
lar to those in Fig. 1. As the non-cacheable 2D-byte
traffic is increased, the behavior of the tradeoff curves
changes as the portion of the @(C+f3) becomes more
weighted. Fig. 3(a) to Fig. 3(d) show the evolution
of tradeoff behavior due to the increase in non-
cacheable 2D-byte traffic from 7,=0.1 to 7,=1.0. In
Fig. 3(d) where 7,=1.0, the curve for constant time =
51 trades more hit ratio than the curve for constant
time = 21 or 1. This is totally opposite to the situa-
tion in Fig. 3(a) where 7,=0.1. The reason that the
bus width trades more hit ratio is due to @(C+ ).

Note that doubling the bus width trades a lot of
the hit ratio when a large percentage of the non-
cacheable 2D-byte memory traffic exists as shown in
Fig. 3(c) and Fig. 3(d). If this traffic does not exist,
then the tradeoff between doubling the data bus and
hit ratio is the same as the case where all memory
traffic is assumed to be cacheable. This result is stated
as follows.

Theorem 5.

If the non-cacheable memory traffic exists but
without 2D-byte non-cacheable memory references,
then the hit ratio difference that trades the perfor-
mance of a D-byte wide data path is between 0 (low
bound) and 1-HR; (high bound).

Proof:

Since 7,=0, the memory reference ratio r in Eq.
(20) is the same as in Eq. (5). Therefore, the tradeoff
-result is the same as in Theorem 1.

VI. MODEL VERIFICATION

The major portion of this section appeared in
our previous study [2] where the same tradeoff crite-
rion was used to assess the performance of various
hardware techniques. The purpose for including the
material here is to provide a better self-content of this
paper. The model is verified through the use of the
same methodology to find out the performance
tradeoffs between line sizes and hit ratio, and com-
pare the results with those previously published.

Using our tradeoff model, we will show that the
tradeoff approach presented in this paper obtains the
exact same results as those of Smith’s [10]. In addi-
tion, the tradeoff approach can be used to quantify
the inter-relationship in line size, cache hit ratio, and
memory cycle times.

Given a cache size, a larger cache line size (up
to a certain range) usually results in a higher hit ratio
than a smaller line size for the same application
[10]. We pose the question: how much of a hit (miss)
ratio difference between a larger line and a smaller
line is necessary to justify the advantage of using a
large line size in terms of mean memory delay
time. The tradeoff is determined by setting the sim-
plified execution time to be equal, i.e., Eps=E*s,
where

_E_R, R1+OD Ly
Eps=E L0)+<RL0 )€ +B2Y) @1)
and
* R* *(1 + o) *
Er=E-BH, &2 D coplty 2
and obtain

Ly
R* (1+0€)(C+,BE)—1 L o

=( .
R (1+0!*)(C+ﬁ%*)-1 L,

In Ers and E* g, the speed up factor, sp, is not shown
for clarity. Let EHR be the hit ratio for using a larger
line size L*, and HR is the hit ratio for using a smaller
line size Ly. Then, the hit ratio difference for the
equivalence of mean memory delay time is

1-r

AEHR,.,=EHR -~ HR=MR - EMR =
L s+1

(24)

where s=HR/(1-HR) and r=(R*/L*)/(R/Ly). AEHR~
is the minimum hit (miss) ratio difference required
for using a larger line size L* to have the same per-
formance as using a smaller line size L;. Then, we
use this tradeoff relationship and combine with
Smith’s approach to determine the optimal line
size [10]. An optimal line size is determined by find-
ing the least average memory delay per memory
reference. Suppose that we want to determine the
optimal line size from the set of y line sizes repre-
sented by {L;]1<i<y}. For 1<i<y, the optimal line
size is determined by the following minimum opera-
tions.

Min{(1 -HR;;)(C +ﬂ%)+HRu }. (25)

The hit cycle time is one cycle here. We use the line
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Fig. 4. Validation with Smith’s Design Target Hit Ratio for Data Caches

size Ly as a base case for the comparison of mean
memory delay with the set of y line sizes represented
by {L;/1<i<y} where L;>L,. In this setting, we
can examine whether a larger line size offers a
performance advantage or not due to its higher
hit ratio. Let the hit ratio of line L; be denoted
as HR;; and HR;, for Ly. We consider the range of
line sizes when HR;2HR;,. Based on the minimum
mean memory delay approach, the best line is deter-
mined by the following equivalent maximum opera-
tions.

Max{((1 - HR; - (1 - HR}; )
« +ﬁ%)+HRLO-HRu }

=Max{(AHR,, (C—1+ﬁ%)}. (26)

We use the largest difference of the mean memory
delay time between line size Ly and each of the other
line sizes respectively to determine the optimal line
size. The largest difference means the smallest mean
memory delay of the corresponding line size L;. The

following maximum operation determines the
optimal line size and indicates the beneficial range
of bus speed or memory access time for using that
line size.

Max{ AHR,; —AEHRU)(C—1+ﬁ%)} (27)

where AEHR;; is specified by Eq. (24) replacing L*
with L; for 1<i<y. Line size L; is justified by its suf-
ficient higher hit ratio being a large size when the
above maximum has a value greater than zero. We
compare the optimal line size determined by Eq. (27)
with the results of Smith’s work [10]. They are pre-
sented in Fig. 4. Consider Fig. 4(a), for instance.
Given 360 ns + 15 ns/byte for the delay time and bus
width D=8 bytes, normalizing with 60 ns (a chosen
processor cycle time), we obtain C=6+1 and
B=(8x15)/60=2. At B=2, the optimal line size deter-
mined by Eq. (27) for a 16KB data cache is 32 bytes
which has the maximum reduced delay time per
memory reference (See Fig. 4(a).) This result is
exactly the same one as in Smith’s work. The
order of line size to choose is 32, 64, 16, and 128
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bytes, which also matches Smith’s work. Therefore,
the performance tradeoff methodology is verified.

VII. CONCLUSION

In this paper, we have examined the performance
and cost tradeoffs among cache hit ratio, data path
width, and transfer memory design. We have shown
quantitatively how to use data path, caches, and
memory system design to establish an equivalent per-
formance level where a smaller cost or less design
complexity configuration can be chosen for the imple-
mentation, based on the available technology. In par-
ticular, if a D-byte system and a 2D-byte system have
the same performance, then the hit ratio difference
that trades the performance of a D-byte wide data path
is between 0 (low bound) and 1-HR (high bound)
where HR is the hit ratio associated with the D-byte
system. The hit ratio bounds traded for the D-byte
data path are independent of the use of memory la-
tency hiding mechanisms. The constant time and the
per-bus transfer time of the memory system are used
to determine the exact amount of hit ratio traded. In
general, when a processor is connected to a memory
with a large C/f ratio, doubling the bus width trades
half or less than half of the high bound traded in a
transfer time dominated memory system. For cur-
rent main memory systems, doubling the data path
trades about half of the high bound traded in a trans-
fer-time dominated system. Doubling the bus width
trades a lot of the hit ratio when a large percentage of
non-cacheable 2D-byte memory traffic exists. A de-
signer should carefully evaluate the characteristics of
the applications for the amount of the non-cacheable
2D-byte memory traffic when considering bus width
or cache improvement. If the 2D-byte traffic does
not exist or is very small in amount, then the tradeoff
between doubling the data bus and hit ratio is the same
as the case where all memory traffic is assumed to be
cacheable. _

Applications like hand-held machines usually
require a small CPU packaging size. In embedded
applications, CPU packaging costs may be a concern.
For these applications, a 4-byte system with a cache
of less than 32KB is quite attractive because it
achieves the performance level of an 8-byte system
with a cache of up to 8KB. The performance of dou-
bling the bus width trades a hit ratio close to the high
bound if the processor is connected to a transfer time
dominated memory system. For this, doubling the
data bus is more advantageous when the processor is
designed to be used with a high-speed non-constant-
time-dominated L2 cache. For the SPEC92 bench-
marks, we observe that doubling the bus trades more
die area when the existing cache size is large.

In a constant time dominated system, the

effectiveness of doubling the data path is limited if
no 2D-byte non-cacheable memory references exist.
In systems using a burst transfer memory design, the
attempt to double the data path should be accompa-
nied by a reduction of the constant time. Otherwise,
a cache structure enhancement, such as a higher set
associativity, can easily achieve the performance im-
provement of doubling the data path. However, if a
large amount of non-cacheable 2D-byte memory traf-
fic exists, doubling the bus width should be consid-
ered first rather than improving the cache size. In
this paper, we have explored the design space among

‘the hit ratio, data path width, and transfer memories

through a performance tradeoff methodology. The
approach is further generalized to include non-
cacheable memory references so that it can be used
to explore the design space for general cases.
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ABSTRACT

Expressions for g-entropy rate, e-mutual information rate and &-
divergence rate are introduced. These quantities, which consist of the
quantiles of the asymptotic information spectra, generalize the inf/sup-
entropy/information/divergence rates of Han and Verdd. The algebraic
properties of these information measures are rigorously analyzed, and
examples illustrating their use in the computation of the €-capacity are
presented. In Part II of this work, these measures are employed to
prove general source coding theorems for block codes, and the general
formula of the Neyman-Pearson hypothesis testing type-II error expo-
nent subject to upper bounds on the type-I error probability.

1. INTRODUCTION AND MOTIVATION

Entropy, divergence and mutual information are
without a doubt the most important information theo-
retic quantities. They constitute the fundamental mea-
sures upon which information theory is founded.
Given a discrete random variable X with distribution
Py, its entropy is defined by [7]

HEX)= - Z Py log,P ()= E , [~ logP,(x)].

H(X) is a measure of the average amount of uncer-
tainty in X. The divergence, on the other hand, mea-
sures the relative distance between the distributions
of two random variables X and X that are defined on
the same alphabet :

Pyx)
PzX)

DX| )= E, log; 2221

*Correspondence addressee

As for the mutual information /(X;Y) between ran-
dom variables X and Y, it represents the average
amount of information that ¥ contains about X. It is
defined as the divergence between the joint distribu-
tion Pyy and the product distribution PxPy:

PX}’ (X’),)

PLOOPY

A
I0GY)= D(Pyy |PyPy)=E_llog,

More generally, consider an input process X
defined by a sequence of finite dimensional distribu-
tions [11]: X2(X" =", . X™)}>_, . Let Y={¥'=
(Y("), . Yf,"))}:’:1 be the corresponding output pro-
cess induced by X via the channel w= {W”=(W("), s
Wﬁl"))}:=l , which is an arbitrary sequence of n-dimen-
sional conditional distributions from X" to 9", where
X and Y are the input and output alphabets respec-
tively. The entropy rate for the source %" is defined

by[2], [7]
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A L. n
HX)% lim | E[~ log Px-(t")],
assuming the limit exists. Similarly the expressions
for the divergence and mutual information rates are
given by

~ P..X"
DX | %)2 tim LEnog %0y
" PynX7)

and

Px"y"(XnyYn)

Pxn(X”»Dyn(Y")] '

IX:Y)E lim LEflog

n=rel

respectively.

The above quantities have an operational sig-
nificance established via Shannon’s coding theorems
when the stochastic systems under consideration sat-
isfy certain regularity conditions (such as stationarity
and ergodicity, or information stability) [9], [11].
However, in more complicated situations such as
when the systems are non-stationary (with time-vary-
ing statistics), these information rates are no longer
valid and lose their operational significance. This
results in the need to establish new information mea-
sures which appropriately characterize the operational
limits of arbitrary stochastic systems.

This is achieved in [10} and [11] where Han and
Verdd introduce the notions of inf/sup-entropy/infor-
mation rates and illustrate the key role these infor-
mation measures play in proving a general lossless
(block) source coding theorem and a general channel
coding theorem. More specifically, they demonstrate
that for an arbitrary finite-alphabet source X, the ex-
pression for the minimum achievable (block) source
coding rate is given by the sup-entropy rate H (X),
defined as the limsup in probability of (1/n) log
1/Pxn(X") [10]. They also establish in [11] the for-
mulas of the e-capacity C. and capacity' C of
arbitrary single-user channels without feedback (not
necessarily information stable, stationary, ergodic,
etc.). More specifically, they show that

supsup {R: Fy(R)<€}<C  <supsup{R: Fy(R)< £},
X X
and

C=suplX;Y),
X

where
Fy(R) lim supPr [(1/n)i ynpnX " YV S R],
n e

(1/n)ixnyn(X"; ¥Y") is the sequence of normalized in-
formation densities defined by

P yn (" | x™)
Pyy™)

’

ix"y"(Xn;Y") =log

and I(X;Y) is inf-information rate between X and Y,
which is defined as the liminf in probability of
(1/n)ixnyn (X" Y).

By adopting the same technique as in [10] (also
in [11]), general expressions for the capacity of
single-user channels with feedback and for Neyman-
Pearson type-II error exponents are derived in [4] and
[6], respectively. Furthermore, an application of the
type-II error exponent formula to the non-feedback
and feedback channel reliability functions is demon-
strated in [6] and [5].

The above inf/sup-entropy/information rates are
expressed in terms of the liminf/limsup in probabil-
ity of the normalized entropy/information densities.
The liminf in probability of a sequence of random
variables is defined as follows [10]: if A, is a sequence
of random variables, then its liminf in probability is
the largest extended real number U such that for all
&0,

Jlim Pria, <U-¢]=0. M

Similarly, its limsup in probability is the smallest ex-
tended real number U such that for all £>0,

lim PriA, 2U+£}=0. )]

Note that these two quantities are always defined; if
they are equal, then the sequence of random variables
converges in probability to a constant.

It is straightforward to deduce that Eqs. (1) and
(2) are respectively equivalent to

lirrl)ianr[A" SU-¢=limsupPr[A <U-£=0. (3)
n oo n—w
and

liminfPr[A, 2U+¢&=limsupPr{4, 2U +&=0. (4)
n—oeo

' Definition ([8], [11]): Given O<g<l, an (n, M, &) code for the channel W has blockength n, M codewords and average (decoding) error
probability not larger than €. A non-negative number R is an e-achievable rate if for every >0, there exist, for all n sufficiently large,
(n, M, €) codes with rate (1/n) log M>R~6. The supremum of all e-achievable rates is called the e-capacity, C,. The capacity C is the
supremum of rates that are &-achievable for all O<e<! and hence C=limg}q C.

In other words, Cp is the largest rate at which information can be conveyed over the channel such that the probability of a decoding
error is below a fixed threshold ¢, for sufficiently large blocklengths, Furthermore, C represents the largest rate at which information can
be transmitted over the channel with asymptotically vanishing error probability.
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We can observe however that there might exist
cases of interest where only the liminfs of the prob-
abilities in (3) and (4) are equal to zero; while the
limsups do not vanish. There are also other cases
where both the liminfs and limsups in (3)-(4) do not
vanish; but they are upper bounded by a prescribed
threshold. Furthermore, there are situations where
the interval [U, U] does not contain only one point;
for e.g., when A, converges in distribution to another
random variable. Hence, those points within the in-
terval [U, U] might possess a Shannon-theoretic op-
erational meaning when for example A, consists of
the normalized entropy density of a given source.

The above remarks constitute the motivation for
this work in which we generalize Han and Verdd’s
information rates and prove general data compression
and hypothesis testing theorems that are the counter-
parts of their e-capacity channel coding theorem [11].

In Part I, we propose generalized versions of the
inf/sup-entropy/information/divergence rates. We
analyze in detail the algebraic properties of these in-
formation measures, and we illustrate their use in the
computation of the e-capacity of arbitrary additive-
noise channels. In Part II of this paper [3], we utilize
these quantities to establish general source coding
theorems for arbitrary finite-alphabet sources, and the
general expression of the Neyman-Pearson type-II
error exponent.

II. GENERALIZED INFORMATION
MEASURES

Definition 1. (Inf/sup-spectrum)

If {A,,}:=l is a sequence of random variables,
then its inf-spectrum u(-) and its sup-spectrum u (-)
are defined by

4 6)=limjnfPr(A, <6},
and
7(0)2 limsupPr[A, <6}.
n—ooe

In other words, u(-) and u (-) are respectively the
liminf and the limsup of the cumulative distribution
function (CDF) of A,. Note that by definition, the
CDF of A, — Pr{A, £ 0}—is non-decreasing and right-
continuous. However, for u(-) and u (-), only the

non-decreasing property remains”.

Definition 2. (Quantile of inf/sup-spectrum)
For any 0<6<1, the quantiles Usand U, of the
sup-spectrum and the inf-spectrum are defined by’

if (8w (©)<8)=0,

otherwise,

A — oo

sup{0: w ()< 6},

and

—_ A — 00

A if (6.1 (©)<8)=2,
7Y sup{6: w(9)<8},

otherwise,

respectively. It follows from the above definitions
that Us and U 4 are right-continuous and non-decreas-
ing in 8.

Note that the liminf in probability U and the
limsup in probability U of A, satisfy

U=U,
and
T=T,,

respectively, where the superscript “~” denotes a strict
inequality in the definition of U-;i.e.,

7y-é-sup{0: u(@)<d}.

Note also that

Remark that Us and UJ always exist. Furthermore,

if Us= Uy V6e[0,1], then the sequence of random

variables A, converges in distribution to a random

variable A, provided the distribution sequence of A,
is tight.

For a better understanding of the quantities de-
fined above, we depict them in Fig. 1.

In the above definitions, if we let the random
variable A, equal the normalized entropy density of
an arbitrary source X, we obtain two generalized en-
tropy measures for X: the 6-inf-entropy-rate Hg(X)

* It is pertinent to also point out that even if we do not require right-continuity as a fundamental property of a CDF, the spectrums g(-) and
U (-) are not necessarily legitimate CDFs of (conventional real-valued) random variables since there might exist cases where the “prob-
ability mass escapes to infinity” (cf. {1, page 346]). A necessary and sufficient condition for u(.) and % (-) to be conventional CDFs
(without requiring right-continuity) is that the sequence of distribution functions of A, be tight [1, page 346]. Tightness is actually

guaranteed if the alphabet of A, is finite.

% Note that the usual definition of the quantile function ¢(8) of a non-decreasing function F(.) is slightly different from our definition
[1, page 190]: ¢(8)=sup{6: F(8)<S}. Remark that if F(.) is strictly increasing, then the quantile is nothing but the inverse of F(.): #(6)=

Fl(8).
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and the 8-sup-entropy-rate H;(X) as described in
Table 1. Note that the inf-entropy-rate H(X) and the
sup-entropy-rate H (X) introduced in {10] are spe-
cial cases of the 8-inf/sup-entropy rate measures:

H(X)=Hy(X), and H X)= H-X).

Analogously, for an arbitrary channel Wé’P”X with
input X and output Y (or respectively for two obser-
vations X and X ), if we replace A, by the normalized
information density (resp. by the normalized log-like-
lihood ratio), we get the -inf/sup-information rates
(resp. O-inf/sup-divergences rates) as shown in
Table 1.

The algebraic properties of these newly defined
information measures are investigated in the next sec-
tion.

IIL. PROPERTIES OF THE GENERALIZED
INFORMATION MEASURES

Lemma 1.

Consider two arbitrary random sequences,
{A,}_, and {B,}._,. Let & (-) and u(-) denote re-
spectively the sup-spectrum and inf-spectrum of
A, }: 1 - Similarly, let v (-) and y(-) denote respec-
tively the sup-spectrum and inf-spectrum of {B,}, _
Define Ug—sup{e u (0)<6}, U‘;esup{e u(9)<5}
Vi=sup{6:v (0)<8}, Vs=sup{O:v(6)<8},

(U+V)5+yésup{9: wrvX0)<6+7,

T+ V)5, y=5up(0: W+ VXO)S S+ 1,
U+ v)(9)é limsupPr {A,+B, <0},
n=>e0

and

(+v)©€) = limnfPr {4+ B, <6},

Then the following statements hold.
1. Us and Ujs are both non-decreasing functions of

é<[0,1].

2. For 620, 20, and 126+,

(U V)s.2UstVy, (5)
and

U +V)5,,2 Us+ V. (6)
3. For 820, ¥20, and 1>6+7,

UV s<Usipt V 1oy 7

and

1 /f
ug) u()
é
0 v i — =
U U, U U U U
Fig. 1. The asymptotic CDFs of a sequence of random variables
A, ). .. & (-)=sup-spectrum of A,; u(-)=inf-spectrum of
A,
U+V)5S Usy y+ Vo _yy- (8)
Proof:

The proof of property 1 follows directly from
the definitions of Us and U and the fact that the inf-
spectrum and the sup-spectrum are non-decreasing in
6.

To show (5), we first observe that

Pr{A,+B,<Ust+V }<Pr{A,<Us}+Pr{B,<V,}.
Then

limsupPr{A +B,<Us+ V,}

n-yeo
Slimsup®r{A,<Us}+Pr{B,<V.)
n—oo

<limsupPr{A, SUs}+limsupPr (B, <V}

n—reo n—eo

<8+7,

which, by definition of (U+V)s,, yields (5).
Similarly, we have

Pr{A,+B,<Us+ V}<Pr{A,<Us}+Pr{B,<V,}.
Then

liminf Pr {4+ B, SUs+ V)

<limnf Pr {4, <Us} + Pr (B, <V,))

< lx’fn_asgp Pr{A,<Us}+ hm inf Pr {B <V. Vi

<8+7,
which, by definition of (WV)‘;+ 4> broves (6).

To show (7), we remark from (5) that (U+V) s+
YS(U+V—V)5+Y=Q5+V Hence,
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Table 1. Generalized information measures where 6¢[0,1].

287

Entropy Measures

System Arbitrary Source X
A,: Norm. Entropy Density Q/n) th(X") é -~ (l/n)log Pxn(X")
Entropy Sup-Spectrum —h} ® é lizn_)sgp Pr {(n) hynX") < 6}
Entropy Inf-Spectrum . L,((H)élinnl)ingr {(Un) hyx(X") < 6}
S-Inf-Entropy Rate ﬂg(X)ésup{ei—h—x(g)Sé\}
&-Sup-Entropy Rate E(X)ésup{ez_hx(e)s 6}
Sup-Entropy Rate T—I(X) 27-11-(X)
Inf-Entropy Rate HX) é_HO(X)

Mutual Information Measures
System Arbitrary channel W= Py;x with input X and output ¥
A,: Norm. Information Density (1/n) i(X"'Z”)(Xn;Yn) 4 (I/n)log Tg(nx;};}m)(X",Y")
Information Sup-Spectrum iy O= li’rln_)sgp Pr{(I/n)i gn X", Y")< 6}
Information Inf-Spectrum ixy©® = lim inf Pr {(1/n) i g ynX Y™ < 6}
S-Inf-Information Rate 14X;Y) é sup {6 —i—(X,Y)(H) <8}
5-Sup-Information Rate 7b(X;Y)£ sup {0 iy y(6)< 6}
Sup-Information Rate T(X;Y) 271-(X;Y)
Inf-Information Rate 1x;y) é_IO(X;Y)

Divergence Measures

System Arbitrary sources X and X
A,: Norm Log-Likelihood Ratio Un)dyn(X" ﬂ f")é (1/n)log [dPy+/ dP 31 (X™)

Divergence Sup-Spectrum Exl,g(e)é]i'{n_)sgpPr {(I/n)an(X" ﬂ )2") <6}
Divergence Inf-Spectrum ixlg(g)élinnl)ingr {(l/n)dxn(X" || X")S 0}
S-Inf-Divergence Rate Dy(X || XA')ésup{O:gX"g(H)Sé}
S-Sup-Divergence Rate Ds(X || }f)ésup{&ixu #H0)< )
Sup-Divergence Rate DX ﬂ ,X;)é-D—l-(X u .X;)
Inf-Divergence Rate Dx|%)2Dyx|%)
(U+V)sSUs,7(=V)y The proof is completed by showing that
(Note that the cases 8+7=1 or y=1 are not allowed —(—_V)yS V(l—y)“ )]
here because they result in U;j==V;=c0, and the
subtraction of two infinite terms is undefined. That By definition,

is why the condition for property 2, 1<+, is replaced 4
by 1>6+7in property 3.) (-vX6)=limsupPr{-B, <6}
n—ee
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=1- liminfPr{B, <-6)
=1-v(-67.

So v(—8*)=1-(-vX6). Then
Vo 2sup(B:2.0)<1-7)

2sup{6: v.(6)<1-7
=sup{-8:v(-8)<1-%
=sup{-8:1-(=vXB<1-7
=—inf{@: (=vX B)> P
=—sup{8: (- WX O)<7}
=-(-V),

where the inequality follows from v(6)2y(6"). Finally,
to show (8), we observe from (6) that (U +V)s+
(WU +V- V)5+7—— U5+7 Hence,

U+ V)< U5+y =",

Using (9), we have the desired result.

If we take 6=9=0 in (5) and (7), we obtain
U+WV2U+Y, and U+V)SU+V ,

which mean that the liminf in probability of a se-
quence of random variables A,+B, is upper [resp.
lower] bounded by the liminf in probability of A, plus
the limsup [resp. liminf] in probability of B,. This
fact is used in [11] to show that

HW-HY|XN)SIXNSHY)-H(Y|X),

which is a special case of property 3 in Lemma 2.

The next lemmas will show some of the analo-
gous properties of the generalized information mea-
sures.

Lemma 2.

For 8, v, 6+ye[0,1), the following statements
hold.

1. HJ(X)>0 H,;(X) 0 if and only if the sequence
xX"= (") e X("))}n , is ultimately deterministic
(in probablllty) _

(This property also applies to HgX), I5(X;Y),

I{X;Y), Dy(X||Y), and Ds(Y|IX ).)

2. I(X;Y)=[5(Y;X) and I5(X;Y)=I5(Y;X).

> LX) <H;, 0~ H,(Y|X), (10)
1;X:Y)SHs, ,(0)- H,(Y|X), (11)
1,XN<H;, (- Hs(Y|X), (12)
L, ,X:V)2Hs(¥V)-Hy _y (Y| X), (13)

and
T5,y &N ZH ;)= H Ly (Y| X) (14)

4. 0<H4X)< H 5(X)<log|x|, where each X" e X, i=1,
...,nand n=1,2,..., and X is finite.
5. (X, Y;2)21 (X Z).

Proof:
Property 1 holds because

Pr{— log.’ X" <0} =0,

Pr{ Llog r—(X )<-0}<exp{-0On}.
and
dPX oy nopny B
pril ]ogid(P XPY)(X Y <—O)<exp{-n).

Property 2 is an immediate consequcnce of the
definition.

To show the inequalities in property 3 we first
remark that

Lyr"y= Li o 0" " 4 L o 77 [ X7,

where (1/n)hgn ym(Y" | X")2~(1/n)logPyn| xn(¥" | X7
With this fact, (10) follows directly from (5), (11)
and (12) follow from (6), (13) follows from (7), and
(14) follows from (8). -

Property 4 follows from the fact that Hs(:) is
non-decreasing in & Hs(X)< H,-(X)= H (X), and that
H (X) is the minimum achievable (i.e., with asymp-
totically negligible probability of decoding error)
fixed-length coding rate for X as seen in [3, Theorem
3.2] and [10].

Property 5 can be proved using the fact that

Li oy @ Y20 = Li o X" 2"

X".

1
*

non.

By applying (5), and letting y=0, we obtain the de-
sired result.
n



P.N. Chen and F. Alajaji: Generalized Sources Coding Theorems and Hypothesis Testing: Part | 289

Lemma 3. (Data processing lemma)
Fix 8[0,1). Suppose that for every n, X| and

X', are conditionally independent given X5 . Then
Is(X 1:X3)<Is(X13X5).

Proof:
By property 5, we get
Is(X ;X 3)SIo(X 15X, X3)=15(X 13 X>),

where the equality holds because

o S XL = o 01

|

Lemma 4. (Optimality of independent inputs)

Fix 6€[0,1). Consider a finite alphabet, discrete
memoryless channel — i.e., Pyn|yn=II{_,Py,|x;, for
all n. For any input X and its corresponding output
Y,

L& V)SI;(X;Y)=LX:Y),
where Y is the output due to X , which is an inde-
pendent process with the same first order statistics as

X, i.e., PY":H?:] PX,"

Proof:
First, we observe that

Lo XXy 1 APy oen pn
TP, dPn )+ 108 g &Y
AP o |yn
1 Y|X n yn
1 ).
0g———— P XYY

In other words,

dPynyn APy~
i X"y’ n yn 1 Y n yn
2log——— X", Y )+ 1 Y
nOgd(anxPY,.)(X )+n°gdp7n(x )
AP~ ngn
1 X'y n yn
—X",Y").
n1%8 55 "XPY")(X )

By evaluating the above terms under Pxny» and let-
ting

PYH?H
X" XP7n

— é . 1 n yn
z(@—lxznjgpr»yn{glogd(P XK"Y 6},

and

Zs(X,Y)=sup(6: 7()<8),

we obtain from (5) (with y=0) that
Zs(X . Y)21;X.Y)+D(Y|Y)2I;X;Y),

since D(Y||Y )20 by property 1 of Lemma 2.

Note that the summable property of (1/n)log
[P 51 yoldP5-XPynl(X", Y") (i.e., it is equal to
(I/n)i log [dPy,z/d(Pz XPy)(X;,Y)), the Che-
byshev inequality and the finiteness of the channel
alphabets imply

IX;Y)=15(X:¥) and Z(X:;¥)=Z5(X;Y).
It finally remains to show that

IX;Y)2Z(X.Y),

which is proved in [11, Theorem 10]. .

n

IV. EXAMPLES FOR THE COMPUTATION
OF ¢-CAPACITY

In [11], Verdd and Han establish the general
formulas for channel capacity and &-capacity. In
terms of the e-inf-information rate, the expression of
the e-capacity becomes

sup_IE-(jY_; Y)<C, Ssup_IE(Y;-f) s

X X
where g€ (0,1).

We now provide examples for the computation
of C,. They are basically an extension of some of the
examples provided in [11] for the computation of
channel capacity. In this section, we assume that all
the logarithms are in base 2.

Let the alphabet be binary X=0={0,1}, and let
every output be given by

Y=X:®Z;

where @ represents the addition operation modulo-2
and Z is an arbitrary binary random process inde-

pendent of X.
To compute the e-capacity we use the results of

property 3 in Lemma 2:

1(X;Y)2HY)-H_ Y| X)=H¥)- Hy_(Y|X),
(15)

and

I(X;Y)Smin{H,, V)-H (Y |[X),H,, 0)-HLY|X)},

(16)
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where €20, 20 and 1>£+7. The lower bound in (15)
follows directly from (13) (by taking 6=0 and y=¢").
The upper bounds in (16) follow from (10) and (11)
respectively.

Ssupl X:Y)
X
5s;1p {H.,, 0~ H,(Y|X)).

Since the above inequality holds for all 0<y<l-¢, we
have:

Ce< inf Esup{H“y(Y) H, (Y| X)}

< inf {supHg /@) —infH,(¥[X)} .

T 0Sy<l ¢

By the symmetry of the channel, Er(YlX)=7-I_7(Z)

which is independent of X. Hence,

C.< inf {supHg,,y(Y) H. 2}

0L y<l ¢

SO<1ynf {log,2 - Hy(Z)}— mj_e{l ~H, @)},
where the last step follows by taking a Bernoulli uni-
form input. Since 1- H,(Z) is non-increasing in ¥,

CeS1-Hy_@).
(Note that the superscript “-” indicates a strict in-
equality in the definition of H,(); this is consistent
with the condition y+e<1.)

On the other hand, we can derive the lower
bound to C, by choosing a Bernoulli uniform input in
(15). We thus obtain

1-H H,_(&)=C, <1-H, Hy_@).

Note that there are actually two upper bounds (16).
In this example, the first upper bound 1-H_»~(Z)
(which is no less than 1- H _¢(Z)) is a looser upper
bound, and hence, can be omitted. In addition, we
demonstrate in the above derivation that the compu-
tation of the upper bound to C, involves in general
the infimum operation over the parameter y. There-
fore, if the optimizing input distribution does not have
a “nice” property (such as independence and unifor-
mity), then the computation of (17) may be compli-
cated in general.

Remark:

An alternative method to compute C, is to de-
rive the channel sup-spectrum in terms of the inf-spec-
trum of the noise process. Under the optimizing
equally likely Bernoulli input X" we can write

Pyrix(Y"
Py” (Y")

p— X”)
i (X’:Y)(e) = lim_)SoloIp Pr {nilog <9

= hm 15Up Pr{ log Pzn(Z")— —log Py(Y")< 8}
=lim sup Pr {%log PpZ"<6-1})

n—re
=lim supPr { - nllog Py(Z"21-6)

n—oo

—hy(1-6)).
Hence,

L& ¥)=sup{6: 1~k (1 - 6)) <€)
=sup(6: h,(1-6))21-¢)
=sup{(1 -B):£,B)=21-¢€}
=l+sup (- B):h,(B)21-¢}
=1-inf{B:h,0)21-¢)

=1-sup{B: h(f)<1-¢€}
=1-Hy_(Z).
Similarly,
1.X Y)=1-H a-o&).
Therefore,
1-H Hy_ oZ)=1,X V)SC SIXYV)=1-H a-e7@).
Example 1.

Let Z be an all-zero sequence with probability
B and Bernoulli (with parameter p) with probability
1-f. Then the sequence of random varAiablés
(1/n)hzn(Z") converges to atoms 0 and h,(p)=—plog
p—(1-p)log(1-p) with respective masses § and 1-§.
The resulting hz(0) is depicted in Fig. 2. From (18),
we obtain i(XVY)(Q) as shown in Fig. 3.

‘Therefore,

1-h,@), if 0<e<1-p;
C.= .

I, if 1-B<e<].

When e=1-8, C, lies somewhere between 1-/,(p) and
1.

Example 2.
If Z is a non-stationary binary independent
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P I i
) )
I |
0 & -
0 hy(p)

Fig. 2. The spectrum of (1/n)hz:(Z") for Example 1.

Fig. 3. The spectrum of (1/n)iixn yn(X"; Y") for Example 1.

sequence with Pr{Z,=1}=p;, then by the uniform
boundedness (in i) of the variance of random vari-
able —logPz(Z;), namely,

Vai{~log Pz (Z)<El1ogP, (Z,)/]
SO sup pi(logp)*+(1-p)(og(l-py)
<p; <1

<1

’

we have (by Chebyshev’s inequality)
Pr {|- llog P,+(Z")- %il HEZ)| <7 ~0,

for any y>0. Therefore, 7—1—(, _er@) is independent of
g, and C, is equal to 1 minus the largest cluster point
of (1/n)ﬁi=1H(Z,-), ie.,
Hy_e@)=limsup %ﬁ HZ),
n—eo i=1
and

Ce=1-H@Z)=1-1lim sup%ﬁl HZ),
n—deo i=

where H(Z)=h,(p;). This result is illustrated in Figs.
4 and 5.

[ | i
[ | |
11 | |
11 | I
[ | |
[ | )
(] | '
[ | I
L 1

H(Z) clusterpoints 1-H(Z)

Fig. 4. The spectrum of (1/n)hz.(Z") for Example 2.
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1
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1
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'
¥
|
f
1-H(Z) clusterpoints 1-H(Z)

Fig. 5. The spectrum of (1/m)ijxn, ym(X": ¥") for Example 2.

V. CONCLUSIONS

In light of the work of Han and Verdd in [10]
and [11], generalized entropy, mutual-information,
and divergence rates are proposed. The properties of
each of these information quantities are analyzed, and

_examples illustrating the computation of the g-capac-

ity of channels with arbitrary additive noise are pre-
sented.

In [3], we use these information measures to
prove a generalized version of the Asymptotic
Equipartition Property (AEP) and general source cod-
ing and hypothesis testing theorems.
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ABSTRACT

In light of the information measures introduced in Part I, a gener-
alized version of the Asymptotic Equipartition Property (AEP) is
proved. General fixed-length data compaction and data compression
(source coding) theorems for arbitrary finite-alphabet sources are also
established. Finally, the general expression of the Neyman-Pearson
type-1I error exponent subject to upper bounds on the type-I error prob-

ability is examined.

I. INTRODUCTION

In Part I of this paper [3], generalized versions
of the inf/sup-entropy/information/divergence rates
of Han and Verdd were proposed and analyzed.
Equipped with these information measures, we
herein demonstrate a generalized Asymptotic
Equipartition Property (AEP) Theorem and establish
expressions for the infimum (1-€)-achievable (fixed-
length) coding rate of an arbitrary finite-alphabet
source X. These expressions turn out to be the
counterparts of the e-capacity formulas in {11, Theo-
rem 6]. We also prove a general data compression
theorem; this theorem extends a recent rate-distor-
tion theorem [9, Theorem 10(a)] by Steinberg and
Verdd (cf the remarks at the end of Sections II.1 and
11.2).

The Neyman-Pearson hypothesis testing prob-
lem examined in [4] is revisited in light of the gener-
alized divergence measures.

*Correspondence addressee

Since this work is a continuation of [3], we re-
fer the reader to [3] for the technical definitions of
the information measures used in this paper.

II. GENERAL SOURCE CODING THEOREMS

The role of a source code is to represent the out-
put of a source efficiently. This is achieved by intro-
ducing some controlled distortion into the source,
hence reducing its intrinsic information content.
There are two classes of source codes: data compac-
tion codes and data compression codes [2]. The ob-
jective of both types of codes is to minimize the
source description rate of the codes subject to a
fidelity criterion constraint. In the case of data com-
paction, the fidelity criterion consists of the probabil-
ity of decoding error Pe. If Pe is made arbitrarily
small, we obtain a traditional error-free (or lossless)
source coding system. Data compression codes are a
larger class of codes in the sense that the fidelity
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criterion used in the coding scheme is a general dis-
tortion measure. We herein demonstrate data com-
paction and data compression theorems for arbitrary
(not necessarily stationary ergodic, information
stable, etc.) sources. '

In this section, we assume that the source al-
phabet X is finite'.

1. Data compaction coding theorem

Definition 1. (e.g. [2])

A block codeAfor data compaction is a set
C, consisting of M=|C,| codewords of blocklength
n:

C, 2t ey},
where each n-tuple c7 X", i=1, 2, ..., M.
Definition 2.
Fix 12€20. R is a (1—¢)-achievable data com-

paction rate for a source X if there exists a sequence
of data compaction codes C, with

limsup%loglc,l =R,
n—oca

and

lim sup Pe(C,)<1-¢€,
n—yeo
where Pe(C,,)éPr( X"g C,) is the probability of decod-
ing error. The infimum (1-¢)-achievable data com-
paction rate for X is denoted by T_(X).

For discrete memoryless sources, the data com-
paction theorem is proved by choosing the codebook
C, to be the (weakly) typical set [2}and applying the
Asymptotic Equipartition Property (AEP) [2] [5]
which states that (1/n)hgn(X") converges to H(X) with
probability one (and hence in probability). The AEP
-- which implies that the probability of the typical
set is close to one for sufficiently large n -- also holds
for stationary ergodic sources [5]. It is however in-
valid for more general sources -- e.g., nonstationary,
nonergodic sources. We herein demonstrate a gener-
alized AEP theorem.

Theorem 1. (Generalized AEP)
Fix 1>&>0. Given an arbitrary source X, define

7,[R1= (x" € X"~ Llog Pyx") <R).

Then (Vy>0) such that the following statements
hold.

lim inf Pr {T,[ H.(X)- Y]} < £ M

lim inf Pr {7, [ H (X) + M} >€ 2)

3. The number of elements in Tn[—l_f—e(X)], denoted by
|7,[ HX)]|, satisfies

1T, H X)+V-T,[ H X)-Nl<exp{n( HX)+D}. (3)

4. (Vy>0)(@p=p(P>0, Ny and a subsequence {nj}]','=1
such that Vi >N),

IT,,{ He(X)+71=T, [ HX)-1l>p(Dexp {n HX)-1),
)

where the operagion A-B between two sets A and B is
defined by A-B=ANB‘, with B° denoting the comple-
ment set of B.
Proof:

(1) and (2) follow from the definitions. For (3),

we have

12 X Pyn(x™)
"€ T,IHX)+7V]-T,[HX)-7]

> oz exp{-n(H X)+7)}
x" e TIHX)+7]-T,[H X))~ 7]

2|7, [HX)+Y1-T,[HX)- 71| exp{ ~ n(H X) + )} .

It remains to show (4). (2) implies that there ex-
ist p=p(y>0 and N, such that for all n>Nj,

Pr{T,[H.(X)+71}>£+2p(7).
Furthermore, (1) implies that for the previously cho-
sen p(7), there exist N; and a subsequence {n; };’:1 such
that for all nj>N,,

Pr {7, [H{X)- Y1} <€+p(1).

Therefore, for all n3> No-é-max(Nl, N,),

PY)<Pr (T, [HX) +71-T, [HX)- 11}

<| T, [HX) + V1=, [HX) - 7] exp{ ~nj(HX)- 1)}

Comment:
With the illustration depicted in Fig. 1, we

' Actually, the theorems in this section also apply for sources with countable alphabets. We assume finite alphabets in order to avoid
uninteresting cases (such as H (X )=co) that might arise with countable alphabets.
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can clearly deduce that Theorem 1 is indeed a
generalized version of the AEP since:
e The set

B-AST,[HX)+ V- T,[HX) -7

={x"ex" |- %log Pynlx™)— HX)| <7}

is nothing but the typical set.

(1) and (2) = that qéPr(B—A)>O infinitely often.
(3) and (4) = that the number of sequences in B—A
(the dashed region) is approximatively equal to
exp{n H X)}, and the probability of each sequence
in B-A is =gxexp{-n H.X)}.

In particular, if X is a stationary ergodic source,
then HyX) is independent of € and H (X)=H(X)
=H V¢&(0,1), where H is the source entropy rate

H=lim 1E, [~logPm(x")].
In this case, (1)-(2) and the fact that H(X)=H(X)
Ve imply that the probability ¢ of the typical set
B—-A is close to one (for n sufficiently large),
and (3) and (4) imply that there are about "
typical sequences of length n, each with pro-
bability about e™”. Hence we obtain the conven-
tional AEP (cf [3, Theorem 3.1.2] or [2, Theorem
3.4.2]).

We now apply Theorem 1 to prove a general

data compaction theorem for block codes.

Theorem 2. (General data compaction theorem)
Fix 1>e>0. For any source X,

H ST, _X)SHLX).

Note that actually Tl_E(X)=F£_(X), since Tj_(X) is
left-continuous in € (cf Appendix B).

Proof: Forward part (achievability):
We need to prove the existence of a sequence of

block codes C, with

<H X)+27,

lim sup% log | C,
n-—ee
and
limsup Pe(C,)S1-€.

n—re

Choose the code to be C,,=T,,[E6(X)+y]. Then
by definition of 7,[-],

€, |=| 70 E )+ 1| Sexp tn(EO+ 7).

Fig. 1. Illustration of the Generalized AEP Theorem.
A=T,[ HX)—Y], B=T,[ HX)+7], and (B—A) is the dashed
region.

Therefore

<H,(X)+Y<H X)+27.

lim supl log , C,
n—oe n
On the other hand,
1-Pe(C,)=Pr{C,)=Pr{T,[HX)+ 71},
which implies from (2) that
lim inf [1 - Pe(C,,)) = lim inf Pr {T,[ HX)+ Y1} >€.
Hence,
lim inf Pe(C,)<1-€.
n e
Accordingly, TI_S(X)<71_€(X)+2yfor any y>0. This
proves the forward part.
To show the converse part, we need the follow-

ing remark.

Remark:
For all " C and £"€C,,

Pysx) 2P ",

where C) is the optimal block code defined as fol-
lows: for any block code C, with [C.l=1C 1,
Pe(C;)<Pe(Cy).

This result follows directly from the definition
of C and the fact that Pe(C,)=Pxn([C,1°). The above
remark indeed points out that the optimal code must
be of the shape

x"ex™ —% log Pyn(x")<R}
CC; " e X~ Llog Py(x") SR} (5)

2. Converse part: We show that for all codes with
code rate
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<H X),

RZlim sup (1/n)log [ C,
n—ee

limsup Pe(C,)> 1-€.
By definition of FE-(X), there exists O<g'<e such that
R<H X)< H . (X).
Since Pe(C)<Pe(C,) for C, with the same size
as Cn, we only need to show

lim supPe(C:)> 1-¢€.
n—seo
(5) already gives us the shape of the optimal block
code. We claim that the set 7,[ H AX)+7—T,[ H AX)]
is not contained in C, for any >0 infinitely often
because if it were, then by slightly modifying the
proof of (4), it can be shown that there exists >0
such that

*
'C"J_ >

7, [H AX)+ 7T, [H X))

>p(y)exp {n,(H X))}

for some positive p(7), subsequence {nj};e=1 and suf-
ficiently large j, implying that »

R2H AX)

This violates the code rate constraint R<EE(X).
Hence, C: is a subset of 7,,[ H .(X)] for all but fi-
nitely many n. Consequently,

liminf[1 - Pe(C))]= lim inf Pr (o))
< 1i)}r_1)ingr {’I‘n[ﬁe(X)]} <€<e,

where the last inequality follows from the definition
of H X). This immediately implies that

lim sup Pe(C)>1-€.

n—yeo

This proves the converse part.

n

Observations:

» For the sake of clarity, we only considered in Theo-
rem 2 the case where £e(0,1). We can however
easily extend the result to the cases where £=0 and
g=1. By definition, HjX)=—o0 and H ;(X)=co.
Therefore, to show that Theorem 2 holds for =0
and =1, it suffices to prove that

T,X)< HyX) : (M
and

TyX)2 H -X) (8)

The validity of (7) follows from the proof of the
forward-part of Theorem 2; similarly. (8) can be
verified using the same arguments in the proof of
the converse-part of Theorem 2.

Theorem 2 is indeed the counterpa: :f the result
on the channel e-capacity in [11, T-.orem 6]. It
describes, in terms of the parameter &, the relation-
ship between the code rate and the ultimate prob-
ability of decoding error:

Pe~1-£ and R= H .(X).

Note that as £T1, ﬁe-(X)%-H‘r(Xﬁﬁ(X). Hence,
- this theorem generalizes the block source coding
theorem in [8], which states that the minimum
achievable fixed-length source coding rate of any
finite-alphabet source is H (X).
¢ Consider the special case where —(1/n)logPxn(X")
converges in probability to a constant H; this re-
duces Theorem 1 to the conventional AEP [3]. In
this case, both hx(-) and 4 5 (-) degenerate to a unit
step function:

1, if 6>H;

0‘—' =
wO@-H {0,if9<H,

yielding H(X)= H ,(X)= H (X)=H for all e (0,1),
where H is the source entropy rate. Hence, our re-
sult reduces to the conventional source coding theo-
rem for information stable sources [10, Theorem
1].

* More generally, if —(1/n)logPx»(X") converges in
probability to a random variable Z whose cumula-
tive distribution function (cdf) is Fz(-), we have

Pe=1-F4R) for R=H ,(X)= HX).

Therefore, the relationship between the code rate
and the ultimate optimal error probability is also
clearly defined.

Example: Consider a binary exchangeable (hence
stationary but nonergodic in general [1]) source X.
Then there exists a distribution G concentrated on
the interval (0,1) such that the process X is a
mixture of Bernoulli (8) processes where the
parameter 8 ©=(0 1) and has distribution G
[1, Corollary 1]. In this case, it can be shown via
the ergodic decomposition theorem that —(1/n)
logPxn(X") converges in probability to Z=h,(8) [1]
[7], where h,(x)=—xlog(x)—(1-x)log,(1—x) is the bi-
nary entropy function. We therefore find that the
cdf of Z is Fz(z)=P(h,(8)<z) where 6 has distribu-
tion G. Finally, note that as €71, Pe—0 and

lim, 1, H o X)=inf[r: dG(h ,0) S r)= 112 essg suph ,(6).
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The above equation is indeed the minimum
achievable (i.e., with Pe—0) fixed-length source
coding rate for stationary nonergodic sources [6].

Remark:

In this work, the definition that we adopt for the
(1—€)-achievable data compaction rate, is slightly dif-
ferent from the one used in [8, Definition 8]. As a
result, our Ty_(X) is right-continuous with respect to
(1-¢), and is equal to H .(X) for €€ (0,1] and O for
£=0 (cf Appendix B). In fact, the definition in [8]
also yields the same result, which was separately
proved by Steinberg and Verdi as a direct conse-
quence of Theorem 10(a) [9] (cf Corollary 3 in [9]).
To be precise, their T;_(X), denoted by T,(1-¢,X) in
[9], is shown for O<e<] to be equal to

T.(1-£,X)=R,(2(1-¢)), (cf Definition 17 in [9])

=inf {6: limsup Pyo[ L log Pe(X")> 6]< 1 - £}
n—yeo

=inf {6: im inf Py»[ - % log Py-(X")< 6] 2 £}

=inf{6: h(0)=¢}

=sup{6: h(O)<e€}

= H .(X).
Note that Theorem 10(a) in [9] is a data compression
theorem for arbitrary sources which the authors show
as a by-product of their results on finite-precision

resolvability theory[9]. Here, we establish Theorem
2 in a different and more direct way; it is proven us-

ing the generalized entropy measure introduced in [5] "

and the Generalized AEP (Theorem 1). In the next
section, we generalize Theorem 10(a) of [9].

2. Data compression coding theorem

Definition 3. (e.g. [2])

Given a source alphabet X and a reproduction
alphabet %, a block code for data compression of
blocklength » and size M is a mapping f,(-): x"—y"
that results in ||f,ll=M codewords of lengt n, where
each codeword is a sequence of n reproduction let-
ters.

Definition 4.
A distortion measure p,(-, -) is a mapping

Pn: x")(y"——).‘l{*-é-[o,w).

We can view the distortion measure as the cost of

representing a source n-tuple X” by a reproduction n-’

tuple f,(X").

In Theorem 10.(a) of [9], Steinberg and Verdd
provide a data compression theorem for arbitrary
sources under the restriction that the probability- of
excessive distortion due to the achievable data com-
pression codes is equal to zero (cf Definitions 30 and
311in [9]). We herein provide a generalization of their
result by relaxing the restriction on the probability
of excessive distortion.

Definition 5. (Distortion inf-spectrum and &-sup-
distortion rate)

A Le‘tNX and {p,(-,-)}n=1 be given. Let f(X)
={f,(X™}, ., denote a sequence of data compression
codes for X. The distortion inf-spectrum 2 y nx(6)
for f(X) is defined by

A g oo @ = lim inf Pr (0, K".f,X") <)

For any 1>&>0, the e-sup-distortion rate A, X, fX)
is defined by

A
A, X, fX)=sup {03i(x,f(x))(9) Lée},
which is exactly the quantile of 4 y pxy(6).

Definition 6.

Fix D>0 and 1>&>0. R is a (1—-g)-achievable data
compression rate at distortion D for a source X if there
exists a sequence of data compression codes f,(-)
with

=R,

lim sup (1/n)log| £,
n—>ee

and (1—&)-sup-distortion rate less than or equal to D:
K, _X.fX)<D.

Note that stating that the code has (1-€)-sup-distor-
tion rate less than or equal to D is equivalent to stat-
ing that the limsup of the probability of excessived
istortion (i.e., distortion larger than D) is smaller than
£ lim_)supPr{(l/n)p,,(X",f,,(X"))>D}<e. The infimum
n—>es

(1-€)-achievable data compression rate at distortion
D for X is denoted by T_«(D, X).

Theorem 3. (General data compression theorem)
Fix D>0 and 1>&>0. Let X and {p,(:, -)}n>; be
given. Then

R(1_e(D)ST|_(D,X)<R,_((D),
where

nf TE:Y,

A
R,_ D)= i
1-<D) Py K & NED)
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and Pyx={P ynlxn}:;l denotes a sequence of condi-
tional distributions satisfying the constraint
A, _.(X,Y)SD. In other words, T1_«(D,X)=R;_«(D),
except possibly at the points of discontinuities of
R,_(D) (which are countable).

Proof:

1. Forward part (achievability): Choose y>0. We will
prove the existence of a sequence of block codes
with

lim sup (1/n) log I C, | <R,_.D)+27,
and
R, _X.f&)<D+7.

Step 1:Let Py|y be the distribution achieving
Ri.¢(D), and let Py be the Y-marginal of
PyPyix.

Step 2:Let R satisfy R|_(D)+2y>R>R_(D)+7.
Choose M=¢™ n-blocks independently accord-
ing to Py, and denote the resulting random
set by C,,.

Step 3:For a given C,, we denote by A(C,) the set of
sequences x"€ X" such that there exists y’e C,
with

(/n)pu(x", y<D+Y.
Step 4:Claim:
lim sup E§[P x»A(C M <€.
n—eo
The proof of this claim is provided in Appen-
dix A.
Therefore there exists (a sequence of) C, such
that
limsup Pyn(A“(C ) <E.
n—oo
step 5: Define a sequence of codes {f,} by

arg min p,("y"), if x" € A(C,);
yec:

n

0 otherwise,

fae™)=

where 0 is a fixed default n-tuple in 9.
Then

e x Lo f,am<D+NDAC),

since (Vx"e A(C)) there exists y"e C, such
that (1/n)p,(x",y")<D+7%, which by definition

12l
ACX. (X))

(D+7)
AX, f(X))

A1 (X f(X)) D+Y
Fig. 2. Ax. qoy(D+Y>1-e=K,_ (X, fX))<D+7.

of f, implies that (1/n)p,(x" f,(x"))<D+Y.
Step 6:Consequently,

i(X,f(X WD +7)

limnf P (" € X Lp, 6", f,6") D + )

lim inf P4 {A(C )}

=1 -lim sup Py {A“(C})}

>1-€.

Hence,

K& fX)<D +7,

where the last step is clearly depicted in Fig.
2.

This proves the forward part.

2. Converse part: We show that for any sequence of
encoders {f,}. ., if

Ry @ A<D,
then
lim sup (1 /) log £ | 2Ry 5 @).

Let

P

0, otherwise.

ol omd 1, if y"=f (™)
xn(y" | x )={ Y =l
Then to evaluate the statistical properties of the ran-
dom variable (1/n)p,(X".f,(X")) under distribution Pyx
is equivalent to evaluating the random variable
(1/n)p (X", Yn) under distribution P ynp» . Therefore_
&1

inf -

Ry_oD)=
-9 Pyix T 4o X HED)
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: 1
< ll’fn_)sgp u log "f,, ﬂ ,

where the second inequality follows from {5, Lemma
3.2] (cf (3.12) with y=1" and 8=0), and the third in-
equality follows from the fact that H(Y |X) 20.

n

Observations:
1. Comparison with Steinberg and Verdii’s result [9].
If £l0, then

R(I—E)(D)TRl‘(D)é( T1X:Y).

inf
Py X X 1)ED)

Remark that R,-(D) is nothing but the sup rate-
distortion function R (D) described in Definition
14 of [9]. Therefore, this theorem reduces to
Theorem 10.(a) of [9] when €0. Note that accord-
ing to the terminology of [9, Definition 14], Ri_«(D)
may be called the (1—€)-sup rate-distortion func-
tion.
2. Comparison with the data compaction theorem.
For the probability-of-error distortion measure
PnX"—X", namely,

n, if x"#x";
0, otherwise,

P, x")= {

we define a data compression code f,: X"—X"
based on a chosen data compaction code book
C,cx™

w5 ifxneC,;
fule )'{g, ifx"eC,,

where 0 is some default element in X". Then

(1/n)p(x", fu(x™) is either 1 or O which results in a
cumulative distribution function as shown in Fig. 3.
Consequently, for any d€ [0, 1),

Prl p, ", £,&")< 8} =Pr X" =£, (")} .
In other words, the convdition

K _&X.fx)<6
is equivalent to

lim inf Pr X"=f, X"} >1-¢,

Pr{x" =f,x")}

0 8 1 D

Fig. 3. The CDF of (1/n) p,(X", f(X™)) for the probability-of-er-
ror distortion measure.

which is exactly the same as lim supPr {X" #f,X")}
<E. noe

By comparing the source compaction and
compression theorems, we remark that H,_X) is
indeed the counterpart of R;_.(8) for the probability-
of-error distortion measure and 6 {0,1). In particu-
lar, in the extreme case where € goes to zero,

HX)= inf  TXX)
(Pi[x:lim_)s:pPr(X"¢X")=0)

which follows from the fact that (cf (3.12) and (3.14)

in [5, Lemma 3.2)

HX)-HX|HSTEX)<SHX)-HX|X),

and ﬁ(X|z\;) =_Ii(X|)2)=O. Therefore, in this case,
the data compression theorem reduces (as expected)
to the data compaction theorem (Theorem 2).

III. NEYMAN-PEARSON HYPOTHESIS
TESTING

In Neyman-Pearson hypothesis testing, the ob-
jective is to decide between two different explana-
tions for the observed data. More specifically, given
a sequence of observations with unknown underly-
ing distribution Q, we consider two hypotheses:

oHy: O=Py (null hypothesis).
oH;: Q=P (alternative hypothesis).

If we accept hypothesis H; when Hj is actually true,
we obtain what is known as a type-I error, and the
probability of this event is denoted by o [2]. Ac-
cepting hypothesis Hy when H, is actually true re-
sults in what we call a type-II error; the probability
of this event is denoted by B. In general, the goal is
to minimize both error probabilities; but there is a
tradeoff since if o is reduced beyond a certain thresh-
old then B increases (and vice-versa). Hence, we
minimize one of the error probabilities subject to a
constraint on the other error probability.

In the case of an arbitrary sequence of observa-
tions, the general expression of the Neyman-Pearson
type-1I error exponent subject to a constant bound on
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the type-I error has been proved in [4, Theorem 1].
We re-formulate the expression in terms of the £-inf/
sup-divergence rates in the next theorem.

Theorem 4. (Neyman-Pearson type-II error expo-
nent for a fixed test level)

Consider a sequence of random observations
which is assumed to have a probability distribution
governed by either Py (null hypothesis) or Py (alter-
native hypothesis). Then, the type-II error exponent
satisfies

D (x| X)<limsup— L log B;©)<D (X | X)
n—reo

D (X | X)<lim,; inf-Llog Bre)<D (X | X)

where f,(€) represents the minimum type-II error
probability subject to a fixed type-I error bound
e<(0,1).

The general formula for Neyman-Pearson type-
II error exponent subject to an exponential test level
is also proved in [4, Theorem 3]. We, herein provide
an extension of this result and express it in terms of
the £-inf/sup-divergence rates.

Theorem 5. (Neyman-Pearson type-II error expo-
. nent for an exponential test level)

Fix se(0,1) and €[0,1). It is possible to choose
decision regions for a binary hypothesis testing prob-
lem with arbitrary datawords of blocklength n, (which
are governed by either the null hypothesis distribu-
tion Py or the alternative hypothesis distribution Py ),
such that

lim jnf - L 1og 8, 2D,&”|1X) and

> ()

lim sup——log 2D, _X"IX), )]
or

lim inf - L 1og 8, 2D, *||X) and

hmsup—wloga 2D, E(X(X)IIX), (10)

n—yee
where X exhibits the tilted distributions {P,(?- }:=1
defined by
@ é 1 dPX" n ™

dP3x") o.6 exp {s log P &™)} dP g™,

and

Q.5)= f expfs 10g (X")}dPX «").

Here, ¢, and f, are the type-I and type-II error

2sup{6:1—d g |#(= %—s—

probabilities respectively.

Proof: B ~
For ease of notation, we use X to represent x*
We only prove (9); (10) can be similarly demon-
strated.
By definition of dPﬁ)' (+), we have

LR ap@| 2+ A tha @ | X7

=——[ log Q,(s)]. arn

Let 2 2lim sup (1/m)log€,(s). Then, for any >0, N,
n—reo
such that Vn>Nj,
(1/n)logQ,(s)< 2 +v.
From (11),

4@ =limintPr {{d (X" | X< 6)

[l0gQ,61<9)

—lLimi 1 g %"
_llnnl)lngr{-l_s[ndX(X

( s)
)
<6
= lim nf Pr (1d (X" | X" )>——9——[—log§2 ©
< liminfPr {14 (X" -louh
_ . 1, ,on]yn l-5 1 ¥.
-l—llyﬁsBpPr{ﬁdxn(X HX )S_—B_EH_E}

1=
-tdpec o La g

Thus,

D (X |X)=sup (6: d | O <€)

6-L@+yy<e
=sup(~2=(T +7)- T5-6:d | (0)>1-¢)
= T @+ - 5 inf(6d | 6)> 1 - )

dp|p@<1-¢)

=L @n-2-p, (X| 0.

Finally, choose the acceptance region for null
hypothesis as
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1 dPg o= =l o
Gy log g, )2DUX | X))
Therefore

dP
B, =Pyl logdp “x">D X | %)

Sexp{—nfg(f “ )2)},

and

o, =P ol 1og dP X ") <D (X | X))

<P aliogP¥ o 1 (@iy-—_p X] 1)}
X"n gdP)g" 1-s5 -5 1°¢

Pt L Lo, 4P ey 1

=Py { . [ gdP &™) (1 )[ log ,(s)]
_fz.{..}/ 1 . ~
S --p,_«x|x)

_PXn[—logd CxnD, (X [+ 12~ Liog2, 1+ 1y

Then, for n>Ny,

Py ., Sl g
oanPXn{nl lOga’PX X )>_D_1_5(X’|X)}
.

<exp{-nD,_(X|X)}.
Consequently,
e ~ ;v o
lim inf - nl log B, 2D (X >|‘ X) and

()

limjnf -1 log @, 2D, _(X”|X).

IV. CONCLUSIONS

In light of the new information quantiles intro-
duced in [3], a generalized version of the Asymptotic
Equipartition Property (AEP) is proved. General data
compaction and compression (source coding) theo-
rems for block codes and general expressions for the
Neyman-Pearson hypothesis testing type-II error ex-
ponent are also derived.

Finally, it is demonstrated that by using these
new quantities, Shannon’s coding theorems can be
reformulated in their most general form and the error
probability of an arbitrary stochastic communication
system can be determined.
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NOMENCLATURE
T1-£(X) (1-g)-achievable data compaction
rate

T,_«D,X) (1-¢g)-achievable data compression

R rate at distortion D
Ds(X|1X) é-inf-divergence rate
HyX) d-inf-entropy rate
I£X;Y) S-inf-information rate
DsX|IX) &-sup-divergence rate
Hy(X) J-sup-entropy rate
15(X;Y) J-sup-information rate
A.(XY) g-sup-distortion rate
Ce £-capacity .
C channel capacity
Pyn=Pynxn channel transition distribution
i(mx»(e) distortion inf-spectrum
4436 divergence inf-spectrum
d x|,;(9) divergence sup-spectrum
hyn(X™) entropy density
hx(6) entropy inf-Spectrum
hy(6) entropy sup-Spectrum
DsXI1X) inf-divergence rate

H(X) inf-entropy rate

IX;Y) inf-information rate
ixnwn(X";Y")  information density
ix,r(0) information inf-spectrum
T xy(0) information sup-spectrum
a input alphabet

Pyn ~ input distributions
dxn(X"|X ™) log-likelihood ratio

B _ output alphabet

D X||X) sup-divergence rate

H (X) sup-entropy rate

I (X;Y) sup-information rate
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APPENDIX A
Claim (¢f Proof of Theorem 3)
lim sup E [P yn(A“(C )] <E£.
n =yo0

Proof:
step 1: Define

AZ =@y Lpan v <K @Dy,
Lty <TE D+ 7).
Since
liminf Pr (D = (U, ", VY<K, _ XD+ 7)>1-¢,
and
lim inf Pr (€ S W) igp X", PHSTE D)+ W=1,
we have ’
lim inf Pr (4 1) = lim inf Pr (D N E)

> li"rrl)iQfPr D)+ linrrl)ibngr E)-1

>1-8&+1-1=1-€.

step 2: Let K(x", y") be the indicator function of Af),

1, if ", ymeA¥;

K Il, n =
@y 0, otherwise.

step 3: By following a similar argument in [9, equa-
tions (9)-(12)], we obtain,

E§[PyA°(C )

=§P;n(C:) L PynG™)

X"€AC))

= "}:anxn(x") Y Py

C:x"eAC})

n _ oy | n . npnM
_Ef PyreX1 y"zgﬂPy OIKE", y™)

M
XK ",y

SEP o l_e—n(T(X:i)+7)><Z P onluon(y?
e XX Yoy P70

S1- X X Pyplx™P

x"ex" x"er"

O™ XK G,y

" cxp{ — e "R-R,_{D)- 7)} X
Therefore
lim sup E [P xr(A“(C; )] <1~ limjnf Pr A )

<l-(1-&=¢€.

APPENDIX B
Claim: Fix €€[0, 1). T/(X) is right-continuous in &.
proof: Suppose T¢(X) is not right-continuous for
some £€[0, 1). Then there exists y>0 such that
Te, X)<T(X)+37 for every 1—-£>8>0,
which guarantees the existence of R satisfying
Te. o X)<R-y<R<T(X)
for every 1-e>6>0. Hence, R—yis (&+6)-achievable
for every 1-£>8>0, and R is not g-achievable.
By definition of (&+38)-achievability, there ex-
ists a code D,(5) such that
lim sup(1/n)log|D,(8)|=R—y and
n >0

lim sup Pe(D,(8))<e+ 6.
n—e
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Therefore, there exists M(8) such that for n>M(3),
(1/n) log |D,(8)|<R and Pe(D,(8))<e+26.

Observe that if we increase the code size of D,(J) to
obtain a new code D’ ,(6) with (1/r) log [D’,(8)|=R
for n>M(6), then the error probability will not in-
crease, i.e.,

Pe(D',(0))<e+26.

Now define a new code E,, as follows:

E,=D’,(8) for M(8)<n<max{M(6), M(d/2)}

E,=D’,(8/2) for max{M(5), M(8/2)}<n
<max{M(8), M(8/2), M(6/3)}

E,=D’,(8/3) for max {M(8), M(6/2), M(8/3)}<n
Sma).({M(é‘), M(8/2), M(8/3), M(5/4)}

Then for n>M(5), (1/n) log|E,|=R but lim sup Pe(E,)<
n—roo

&, contradicting the fact that R is not e-achievable.
]

Claim:
TI_E(X)=F€_(X) for e (0,1} and T1(X)=0.

Proof: :
The first result is an immediate consequence of
the right-continuity of T|_(X) w.r.t. (1-g)e[0,1).
T1(X), by definition, is the infimum of the 1-achiev-
able data compaction rate which requires the exist-
ence of codes C, with

lim sup(1/n)log|C,|=R,
n—eo
and
lim sup Pe(C,)<1,

n-—>o

We can then choose an empty code set, and obtain
T1(X)=0.

Discussions of this paper may appear in the discus-
sion section of a future issue. All discussions should
be submitted to the Editor-in-Chief.
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ABSTRACT

This work presents three novel signal processing methods
capable of accurately detecting the optical phase delay in optical inter-
ferometric sensors. In the proposed methods, a triangular waveform
modulation signal is used to modulate the optical phase of an optical
interferometer for measuring optical phase delay. The optical phase
delay in the first method is obtained by integrating the interferometric
output signals with the gated-in signal. The optical phase delay in the
second method can be measured from the time delay difference be-
tween the interferometric signals during the gated-in period. For the
third method, the pseudo-heterodyne technique is applied, and the op-
tical phase delay is measured from the phase difference between two
output signals. Moreover, a fiber Sagnac interferometric rotation
sensor is adopted to demonstrate the effectiveness of the proposed meth-
ods. Furthermore, experimental results confirm that the proposed meth-
ods have an extreme degree of sensitivity and good linearity.

Key Words: superluminescent diode; fiber optic gyroscope; phase-

INTERFERMETRIC FIBER SENSORS BASED ON TRIANGULAR

locked loop; E-O phase modulator.

I. INTRODUCTION

Fiber optic interferometric sensors have been
widely investigated owing to their inherent advan-
tages compared with conventional sensors. Those
advantages include immunity to electromagnetic in-
fluence, high sensitivity, large dynamic range, long-
distance remote operation ability and multiplexing
convenience [5, 9, 10]. Applying the fiber interfero-
metric sensors allows for precise measurement of sev-
eral physical parameters. Usually, the output of an

*Correspondence addressee

optical interferometric sensor is a cosinusoidal func-
tion related to the optical phase delay generated from
optical waves guided in the two arms of an interfer-
ometer. In addition, the environment temperature
fluctuation causes a drifting of the phase bias point,
thereby necessitating a quadrature phase stabilization
servo loop to ensure that the output characteristics
are within a linear region [11].

Operating an interferometer with high sensitiv-
ity and good linear scale factor involves modulating
the optical phase by an external carrier signal to shift
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it from a low frequency band to a high one. There-
fore, the optical phase delay can be detected from the
amplitude, phase or time delay of the carrier signal.
For the phase measurement of an interferometer, the
sinusoidal, sawtooth, square and triangular modula-
tion waveforms have been reported [3, 6. 13, 15, 16,
17, 18, 19, 20, 21]. Furthermore, the time and fre-
quency multiplexing schemes, by using these modu-
lation techniques, have also been presented [2, 12,
14]. For a ramp phase modulation, a sawtooth
waveform with peak phase deviation of 27 is used to
generate a pure sinusoidal carrier signal [22]; the
optical phase delay is measured from the phase
difference between the sawtooth and sinusoidal
carrier signals. Meanwhile, the dual ramp modula-
tion has also been applied to the closed-loop fiber
optic gyroscope (FOG), in which a feedback signal
is applied to null the rotation rate [1]. In that method,
the duty cycle of the triangular waveform is adopted
as a feedback factor in a closed-loop FOG [1]; the
rotation rate can be derived by altering the duty cycle
of the triangular modulation signal. A previous
work developed the deep phase modulation with tri-
angular waveform of a Mach-Zehnder interferometer,
attaining a scanning path length exceeding 10cm [7].
It was constructed on an all fiber optical spectrum
analyzer using fast Fourier transform (FFT). More-
over, the wavelength of light returned from fiber
Bragg grating could be distinguished easily. The tri-
angular modulation waveform can also be used to
implement the nulling operation of a Sagnac inter-
ferometer [4]. In general, the triangular modulation
signal holds the following advantages over sinusoi-
dal, sawtooth and square modulation signals: less
harmonic frequency components in the output signal
of an optical interferometer and more easily imple-
mented since it uses a conventional digital up-down
counter followed by a digital to analog (D/A) con-
verter.

In this work, we present three optical phase
measurement methods with open-loop operation based
on the triangular waveform modulation. For the first
method, i.e. the phase sensitive detection method
(PSDM), the optical phase delay is transferred into
the amplitude of a carrier signal, and a synchronized
mixing circuit is adopted to demodulate the signal.
For the second method, i.e. the direct phase differ-
ence method (DPDM), a gating signal is generated
from the triangular modulation signal and the optical
phase delay is measured from the time delay between
the gated-in signals. For the third method, i.e. the
pseudo-heterodyne detection method (PHDM), a car-
rier signal is also generated from the triangular modu-
lation signal and the optical phase delay is measured
from the phase difference between two carrier sig-
nals.

|
3 (1+cosg)

-2 - 0 n b4
Optical Phase Delay
(@) ?

=27 32—, w2 O M2 T 3IM2 W

—t ‘ —t————t——  (D(1)

Triangular
modulation
signal

0

Fig. 1. (a) Transmission factor of a fiber optic interferometric
sensor. (b) applied triangular modulation signal.

II. THEORETICAL ANALYSIS AND
EXPERIMENTAL RESULTS

For a fiber optic interferometric sensor, its trans-
mission factor, defined as the dependence of the de-
tected intensity on the optical phase delay, is shown
in Fig.1(a) [8]. The optical phase is modulated by a
triangular waveform (Fig.1(b)), and the effective
peak-to-peak phase modulation index is adjusted to
2x. The triangular modulation signal can be ex-
pressed as

S.=aT2+ot, for —7/2<t<0, (1a)

and

S_=all2—-at, for 0<t<T/2, (1b)
where « and T denote the slope and period of the tri-
angular modulation signal, respectively. The output
signal of the optical interferometric sensor with an
optical phase delay ¢ after applying triangular modu-
lation signal can be expressed as
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1.=1,/2[1+cos(aT/2+at+@)]. for =T/2<1<0,(2a)

and
I_=1,/2[1+cos(aT/2—at—¢)], for 0<r<T/2, (2b)

where 1, and aT/2 represent the optical power of the
light source and the peak phase modulation index,
respectively. Optical phase delay ¢ equals 2znvL/c,
where v denotes the frequency of the light source, n
and L are the refractive index and the optical path
difference, respectively. However, when aT/2 is se-
lected to be 27, (2) can be rewritten as

1.=1,/2[1+cos(2 w1+ )], for —T/2<t<0. (3a)
and
I_=1,/2[1+cos(2 w,t—9)], for 0<t<T7/2, (3b)

where m,,=27/T is the angular frequency of the trian-
gular modulation signal. Applying a triangular modu-
lation signal to optical interferometers allows us to
derive a pure sinusoidal carrier signal with carrier
frequency 2@, for each half period 7/2. Meanwhile,
the optical phase delay is transferred into the phase
of the carrier signal. The phase of the two carrier
signals is in the opposite direction.

To obtain a stable output of an optical interfero-
metric sensor, a zero path length difference Sangac
interferometer is adopted for the principle demonstra-
tion. A superluminescent diode (SLD), a polariza-
tion maintaining fiber coupler, a multi-function
integrated-optic chip (include a coupler, a polarizer
and two electrooptical (E-O) phase modulators), and
a polarization maintaining fiber are used to construct
a Sangac interferometer system. Fig. 2 depicts a
Sangac interferometer followed by different signal
processing units. The triangular modulation signal
generated by a function generator is employed to
modulate the electrooptical phase modulator 1 (E-O1)
without any distortion. Although the optical phase
delay can be determined from the rotational rate of
the Sangac interferometer, obtaining a large delay
when the Sangac interferometer operates at a high
rotational rate is extremely difficult. Thus, the in-
duced optical phase bias can be easily generated by
varying the frequency of the sawtooth modulation
signal employed at electrooptical phase modulator 2
(E-O2). Meanwhile, the phase modulation index is
set at 27.

When the frequency of the triangular modula-
tion signal is set at the characteristic frequency
f. =1/27, where 7 denotes the propagation time of
the light in the fiber loop of the Sagnac interferom-
eter, the optical modulation phase ¢(r) of the
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Fig. 2. Block diagram of a triangular phase modulated Sagnac
interferometer with associated signal processing units.
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Fig. 3. Experimental setup of Sagnac interferometer system for
phase sensitive detection method. SLD: superluminescent
diode, DBM: double-balanced mixer, E-O: electrooptical
phase modulator.

Photodetector

counterclockwise wave is opposite to the modulation
phase ¢(1—7) of the clockwise wave. The effective
modulation phase @(t) can be written as

(D)= 9(1)—P(1=T)=24(). (4)

The operating conditions of the Sagnac inter-
ferometer, shown in Fig. 3, Fig. 9 and Fig. 12, are all
the same for the three methods. A superluminescent
diode (SLD) with wavelength A=1.3um is used as the
light source to reduce the phase noise. .The driving
current and the temperature of the SLD is stabilized
at AI/I<107% and AT<0.01°C, respectively. The po-
larization maintaining fiber with a length of 700 m is
coiled to a bobbin with a diameter of 12 cm. In
addition, the E-O1 and E-O2 are used for phase modu-
lation and phase bias generation of the Sagnac inter-
ferometer, respectively. Next, the frequency of the
triangular modulation signal is selected to the
characteristic frequency 144 kHz. The clockwise and
the counterclockwise lights are mixed together
through a fiber coupler and, then, received using a
photodetector. The information of the optical phase
delay can be obtained using three signal processing
methods. Those methods are explained in the fol-
lowing.
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1. Phase sensitive detection method

Figure 3 presents the experimental setup of the
phase sensitive detection method (PSDM). In this
figure, triangular and sawtooth modulation signals are
separately applied to modulate an individual E-O
phase modulator of the Sangac interferometer. The
waveform of the triangular modulation signal is
shaped into a square waveform by passing through
an electronic zero-crossing comparator. The square
signal is then used as a referenced gating signal for
the double-balanced mixer (DBM). The output sig-
nal of the optical interferometric sensor is detected
using a photodetector. Next, the detected signal and
referenced gating signal are applied to the signal and
reference input ports of the DBM, respectively. The
DBM can generate a positive (+1) and a negative
(-1) gain within the front and rear half periods of the
gating :nal, respectively. Figs. 4(a), 4(b) and 4(c)
display the photodetector output signal, gating square
signal and DBM output signal, respectively, under
optical phase delay ¢=-n/2 and n/2 rad. The DBM
output is passed through a low pass filter and the av-
eraged output signal V, can be expressed as

- T/4 7
V,= % % [ f cosQ@,t + B)dt + f cosQ, f — ) dt
0 T4

(&3 T
- cos R, t — P dt — f cosQ,,t + P)drt}
oz 3774

I, -1

=20 T/4 473
2 2w, T

[sin Q,t + @Yy +sin QW,t — OY 7,

—$in QW,t ~ Y —sin Q¢ + Y17,

=17,, 8sing, (5)
where 41,/ denotes the transfer gain of the phase
sensitive detection of the DBM. The output form in
Eq. (5) is the same as that of the conventional lock-in
demodulation (LID) technique at a fundamental fre-
quency. When optical interferometers are modulated
with a sinusoidal modulation signal, many high or-
der harmonic frequencies are generated due to the
nonlinear scanning characteristic of the sinusoidal
waveform. However, the output signal is a pure si-
nusoidal signal after a triangular modulation. In do-
ing so, there is no requirement for any high Q-value
band pass filter to eliminate the unwanted signal. The
output signal can be directly processed in the PSDM.
Therefore, the sensitivity and stability of the PSDM
is superior to the conventional LID technique.

The characteristics and performance of the
PSDM can be summarized as follows:
(a) Sensitivity: The sensitivity of the PSDM is

=-w2rad ¢ =m/2rad  Photodetecior output

(a).:’ F\/ /\ Y
Gating signal

(b)
B ouar

Fig. 4. Theoretical results of Fig. 3 under optical phase delay —n/
2 rad and n/2 rad. (a) output signal of interferometer un-
der triangular modulation. (b) gating signal , and (c) out-
put signal of DBM.

Omin=1.0x107" rad/Hz'?. 1t is the same as that of
the conventional LID technique used in an optical
interferometric sensor;

(b) Dynamic range: The maximum detectable opti-
cal phase delay is ¢,,,,=2n/2 rad. To obtain good
linearity, ¢,,,, is limited to @,,,<tn/10, and
Sing=¢;

(c) The output curve of PSDM is sinusoidal; and

(d) Temperature dependence: There is no requirement
for a band pass filter in the signal processing unit.
Therefore, the temperature dependent phase bias
generated from the phase drift in the electronic
circuit is less than 5 prad/°C;

As Fig. 3 indicates, a square gating signal with
frequency 144 kHz, which was the same as that of
the triangular modulation signal, was used to switch
the output signal of the optical interferometer. When
the output signal of the DBM was passed through a
low pass filter with RC time constant 0.1sec, the op-
tical phase delay was then directly measured. Figs.
5(a) and (b) summarize the experimental results of
the DBM under optical phase delay ¢=—n/2 and 7/2
rad, respectively. The output of the interferometer,
gating signal and output of the DBM are shown in
the upper, middle and lower traces of Fig. 5, respec-
tively. Comparing Fig. 5 with Fig. 4 clearly reveals
that the experimental data and the theoretical results
closely correspond to each other.

For the conventional sinusoidal phase-modu-
lated interferometric sensor with conventional LID
technique, a band pass filter is deemed necessary
to increase the signal to noise ratio. Since the cen-
tral frequency of the band pass filter is sensitive to
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ny

(b)

Fig. 5. Experimental output of DBM under optical phase delay
(a) —n/2 rad and (b) #/2 rad. The upper trace denotes the
output of the interferometer, the middle trace represents
the gating signal, and the lower trace is the output of the
DBM.

temperature variation, the band pass filter was put in
a temperature controller when the conventional LID
technique was used in our Sagnac interferometer sys-
tem. Figs. 6(a) and (b) summarize the results of the
conventional LID technique and the PSDM, respec-
tively. Fig. 6(a) displays the measured results when
the optical phase delay of the Sagnac interferometer
is maintained at 1.0x107® rad and temperature is
stepwise changed from 20 to 65°C. This figure also
reveals that the output is seriously drifting. In the
PSDM, the output stability of the drift on the Sagnac
interferometer system is upgraded to less than 1.0x
107" rad. The temperature induced phase drift in
Sagnac interferometer is thus significantly elevated.

(@) 20c
- 35°
WO e
-] P)
g 55°C
8
oS 65°C
3
W ”
8
o2
3 (b)
S 20°C 35°C 45°
%. 45C o
Q

1 1 L 1 1 1 ]
0 1 2 3 4 S5 6 7 8
Time (min)

Fig. 6. Experimental results of (a) conventional phase sensitive
detection and (b) phase sensitive detection method under
optical phase delay 0.001 rad with various temperatures.

Optical phase delay (10 -3 rad)

30 40 50
Time (min)

Fig. 7. Experimental output of Fig. 3 under various rotation rates.

Figure 7 presents the measured optical - phase
delays when the optical phase bias of the Sagnac in-
terferometer system is stepwise changed at 1.0x107
rad, 0.5x107 rad, and 0.25x10* rad, respectively,
under temperature 20°C. Fig. 8 compares the output
characteristics with the measured output voltage V,
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Fig. 8. Output characteristic between the output voltage and ap-
plied optical phase delay of Fig. 3.

and applied optical phase delay ¢ of the PSDM. Ob-
viously, the output characteristic is a sinusoidal func-
tion and linear variation is within the range of + 7/48
rad. When the Sagnac interferometer is set at zero
phase bias, the standard deviation of the low pass fil-
ter output is about 4.0x10™° V/Hz'?; meanwhile, the
mean value, with the applied optical phase change is
selected at 0.25x10™ rad, is 3.2x107* V/Hz'. The
sensitivity of the PSDM, which has the same order as
that used in the conventional LID technique, i«
proximately 107 rad/Hz'”.

2. Direct phase difference method

Figure 9 illustrates the experimental setup for
the direct phase difference method (DPDM). In this
setup. the triangular modulation signal and con-
structed optical interferometric system are the same
as those of the above mentioned PSDM. The detected
optical interferometric signal using a photodetector
is shaped into a square waveform using a zero-cross-
ing comparator 1 (Z1). The output signal I, after Z1
is sent to the signal input portion of the electronic
switch and, meanwhile, the triangular modulation sig-
nal is converted into a square signal using a zero-
crossing comparator 2 (Z2). After a phase-locked
loop (PLL) phase shifter, the gating signal I,,, has a
7/2 rad phase shift compared with the triangular
modulation signal. However, when the gating signal
14, is used to control electronic switch, the output
signal I, is gated into two separated signals I, and
I_. The rising and falling edges of each individual
gating period are used as trigger sources to generate
narrow pulse signals. Figs. 10(a), (b), (¢) and (d) de-
pict the output signals at photodetector and Z1, gat-
ing signal, outputs of the two gated signals and two
pulse signals under an optical phase delay at ¢=7/3

Maintaining
Jiber coupler

SLD ¥

Phase  Zero-crossin,
shifter  comparator

I Positive trigger

A

L-->-—’1 [ 1] ¥ prase
- meter

Zero-crossinf - OQutput

comparator Ba—
Electronic Negative trigger
switch

Photodetector

Fig. 9. Experimental setup of Sagnac interferometer system for
direct phase difference measurement method. SLD:
superfuminescent diode, E-O: electrooptical phase modu-

lator.
Photodetector output H
AVAYSSVAVA
Zero-crossin, \/\/
@ comparator F output
L
Gating signal
(b) b= =2
Gated signal output

[ Ls )/ [ 1
1 [ ] [
n; Pulse :igfnal output ﬂ

b
(d) B Delay time T

(c)

Fig. 10. Theoretical results of Fig. 9 under optical phase delay a/
3rad. (a) output signals of photodetector and zero-cross-
ing comparator 1, (b) gating signal, (¢) two output gated
signals, and (d) two,. output pulse signals.

rad, respectively. Notably, properly selecting the
pulse width of the output signal allows us to easily
measure the optical phase delay difference using a
phase meter. The output signal of the phase meter
can be expressed as

V0=KS(2¢+¢(W:¢’!) ’ (6)

where K denotes the transfer gain of the phase meter,
and ¢ represents the optical phase delay, and ofpser 18
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Fig. 11, Experimental results of Fig. 9 under zero optical phase
delay. (a) output signal of zero-crossing comparator 1,
(b) gating signal, (c) two output gated signals, and (d)
two output pulse signals

the optical phase offset generated in the optical
interferometer. Moreover, the linear output charac-
teristic can be obtained since @og,; can be easily elimi-
nated by an electronic subtracting circuit.
The characteristics and performance of DPDM
can be summarized as follows: )
(a) Sensitivity: According to Eq. (6), the sensitivity
of the DPDM is limited by the resolution of the
phase meter, which is about ¢,,,,=1.0x107° rad/Hz"
%, it is one order lower than PSDM;

(b) Dynamic range: The maximum detectable opti-
cal phase delay in DPDM is ¢,,,,=t7 rad;

(¢) The output curve of DPDM is linear; and

(d) Temperature dependence: Owing to no require-
ment of a band pass filter in the signal processing
unit, the temperature dependent phase bias gener-
ated from the phase drift in the electronic circuit
is the same as that of PSDM;

Figure 9 presents the experimental setup for
DPDM, in which the pulse width of the two pulse sig-
nals is chosen as 1y. Measuring the time delay
difference between the two pulse signals allows us to
derive the optical phase delay. Figs. 11(a), (b),
(c) and (d) display the measured output signal of
Z1, gating signal, two output gated signals, and
two output pulse signals under zero optical phase
delay, respectively. In the experiment, the various
optical phase delay is obtained by altering the
frequency of the sawtooth modulation signal em-
ployed at E-O2. By using a phase meter to measure
the phase delay difference 2¢, its output characteris-
tic between the output phase delay and applied opti-
cal phase delay is shown in Fig. 12. Obviously, the
output of the phase meter is linear within the range
of mrad.

3. Pseudo-heterodyne detection method

Figure 13 displays the pseudo-heterodyne
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Fig. 12. Output characteristics between the output phase delay
and applied optical phase delay of Fig. 9.
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Fig. 13. Experimental setup of Sagnac interferometer system for
pseudo-heterodyne detection method. SLD:
superluminescent diode, E-O: electrooptical phase modu-
lator.

detection method (PHDM). Its basic concept re-
sembles that of DPDM except that the positive and
negative triggers are replaced by phase-locked loop
1 (PLL1) and 2 (PLL2), respectively. The PLLI and
PLL?2 are used as band pass filters. By using a pho-
todetector to measure the output signal of the optical
interferometric sensor, the measured signal is initially
shaped into a square waveform signal I, using Z1
and then separated into two signals, P, and P_, using
an electronic switch controlled by the gating signal
Igqr. The output signals, V, and V_, are recovered
when P, and P_ pass through PLL1 and PLL2, respec-
tively. Figs. 14(a), (b), (¢} and (d) illustrate the out-
put signals of photodetector and Z/, gating signal,
two output gated signals and two phase locked out-
put signals under optical phase delay at ¢=7/3 rad,
respectively. The output signals, V, and V_, of the
two PLL circuits can be expressed as

V.=Kpcos(2w,, t+¢), 0<t<T, (7a)
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Fig. 14. Theoretical results of Fig. 13 under optical phase delay
7/3 rad. (a) output signals of photodetector and zero-
crossing comparator 1, (b) gating signal, (¢) two output
gated signals, and (d) two PLL output signals.

and
V_=Kpcos(2w,, t—¢), 0<t<T, (7b)

where Kp and ¢ denote the constant and the optical
phase delay, respectively. The optical phase delay
difference 2¢ can be easily measured using a phase
meter. If the modulation index is not set at 27 rad,
the angular frequency of the two PLL outputs is
shifted from 2@, to 2w,+Aw®, where Aw<<2w,,. Cor-
respondingly, the output signals can be rewritten
as

V.=Kpcos[Ra,+Am)t+¢], 0<t<T, (8a)
and
V_=Kpcos[ 2w, +Aw) t—¢], 0<t<T. (8b)

The nearest angular frequencies neighboring
20,+A® are @,+Aw and 3w,,+Aw®, obviously account-
ing for why the difference between the two angular
frequencies is still maintained as w,. When the
locked-in range of the PLL exceeds Aw, the system
can work well due to the phase lock of the output
signal.

The characteristics and performance of PHDM
can be summarized as follows:

(a) Sensitivity: According to Eq. (7) and Eq. (8), the

HAVEFORH SAVE
pixel

multiple mesk

A2 running

nonvolatite

N E w2

display
| [ off  [RDER
ource

chen §J 2
func 2

;

. . - : - store
00 00 L W L W [ v
<l af 1 on
-21,2000 us -11.2000 us

00 us/ r itive
2.00 us/div epetiti TS ce iy
2.00 us/div

1 0.0 v/ 2 500 v/
tine

by

-31.2000 us

36.8750 V -7.50000 V

Fig. 15. Experimental results of Fig. 13 under zero optical phase
delay. (a) output signal of zero-crossing comparator 1,
(b) gating signal, (c) two output gated signals, and (d)
two PLL output signals.

sensitivity of the PHDM is the same as that of the
DPDM;

(b) Dynamic range: The maximum detectable optical
phase delay of the PHDM is ¢,,,,=7 rad, i.e. the
same as that of the DPDM;

(c) The output curve of PHDM is linear;

(d) Temperature dependence: Owing to the lack of a
requirement for a band pass filter in the signal pro-
cessing unit, the temperature dependent phase bias
generated from the phase drift in the electronic
circuit is the same as that of PSDM; and

(e) From Egq. (8), when the modulation indexes of the
triangular modulation signal are changed, the
output signal is always tracked by the PLL tech-
nique, and is less sensitive to the change of modu-
lation indexes. This observation also reveals that
when the modulation index change is sustained at
A(aT/2)<0.17x, then PHDM is still worked by the
PLL tracking loop. However, for PSDM and
DPDM, the modulation index should be sustained
at A(aT/2)<0.017 for the optical phase error less
than 107 rad.

Figures 15(a), (b), (c) and (d) show the experi-
mental output signal of Z1, gating signal, two output
gated signals, and two PLL output signals under zero
optical phase delay, respectively. By using a phase
meter to measure the optical phase delay difference
2¢ of the two PLL output signals, the output charac-
teristics between the output phase delay and applied
optical phase delay is shown in Fig. 16. This figure
also reveals that the output of the phase meter is lin-
ear, i.e. similar to that observed in the PHDM, within
the range of 7z rad.

Table 1 summarizes the overall performances of
the three signal processing methods. According to
this table, although the PSDM has the highest sensi-
tivity, its dynamic range and linearity are poorer
than DPDM and PHDM. Moreover, although DPDM
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Table 1. Performances of PSDM, DPDM and PHDM

Item Sesitivit Dynamic Output Temperature Modulation Index
Method csivity Range Curve Dependence Dependence
. . Low High
PSDM 1.0 .
prad 0.1 rad Sinusoidal (<5 prad/°C) (A(T/2)<0.01 )
. Low High
DPDM 1
0 prad 7 rad Linear (<5 prad/°C) (A(QT/2)<0.01 7)
: . Low Low
PHDM 1
0 prad 7 rad Linear (<5 prad/°C) (A(0T/2)<0.1 m)
Phase meter direct phase difference measurement method,
o | output (2) the fact that the optical phase delay is directly
i measured from the output signal accounts for
i why it does not need a band pass filter which is
2 sensitive to the environmental temperature;
o4 L and
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s Optical phase delay ¢
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Fig. 16. Output characteristics between the output phase delay
and applied optical phase delay of Fig. 13.

and PHDM yield the same performance in terms of
sensitivity, linearity, and dynamic range, the latter is
less sensitive to the phase modulation index varia-
tion of the triangular modulation signal.

III. CONCLUSIONS

This work presents three novel optical signal
processes capable of detecting optical phase delay in
an optical fiber interferometric sensor. These meth-
ods can also be applied to the other optical interfero-
metric analyses in which the light source is frequency
modulated. In the proposed methods, the triangular
waveform signal, which is converted into a square
gating signal, is used as a modulation signal to detect
the optical phase delay. The optical phase delay can
be measured by using the phase sensitive detection
technique, dual pulse generation circuits followed by
a time delay detection and the phase difference of car-
rier signals within a gated period. The methods pro-
posed herein contain the following merits:

(1) The triangular modulation signal can be easily
generated from an all digital electronic circuit;

(2) The output signal of the optical interferometer
is a pure sinusoidal waveform;

(3) In the phase sensitive detection method and

(4) In the pseudo-heterodyne detection method, be-
cause the carrier signal is phase locked, its an-
gular frequency can be recovered to 2w,, even if
the modulation index of the triangular modula-
tion signal is not precisely located at 27.
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NOMENCLATURE

o slope of the triangular modulation sig-
nal

T period of the triangular modulation
signal

I optical power of light source

output signal of the optical interfero-
metric sensor

[ optical phase delay

v frequency of light source

n refractive index

L optical path difference

Wy, angular frequency of the modulation
signal

fe characteristic frequency of fiber optic
gyroscope

T propagation time in the fiber loop

#(t) & ¢(1—7) optical modulation phase of the coun-
terclockwise and clockwise wave in
the fiber loop

Ger(t) effective modulation phase
A wavelength of the light source
Al &1 stabilized and driving current of the

light source
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AT stabilized temperature

Vo averaged output signal

Dmin minimum detectable optical phase de-
lay

Omax maximum detectable optical phase de-
lay

K transfer gain of the phase meter

Dotfest optical phase offset

V., & V_ output signals of the two PLL circuits

K, transfer gain of the PLL circuit

A angular frequency deviation

A(aT/2) change of modulation index

I, square signal output

P, &P gated signal output

Lo gating signal

10.
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ABSTRACT

The reaction of carbon disulfide and o-phenylene diamine cata-
lyzed by tertiary amine in the presence of KOH in an aqueous solution/
organic solvent two-phase medium was carried out. The reaction was
greatly enhanced by adding a small amount of tertiary amine in the
presence of KOH. The reaction of synthesizing 2-mercaptoben-
zimidazole (MBI) first took place in the organic phase. However, the
potassium salt of MBI, which was produced from the reaction of MBI
and KOH at the interface between CH,Cl, and H,0, dissolved in the
aqueous phase. The greatest advantage of using this process is that
MBI in crystal form can then be precipitated from the aqueous solution
by adding an acidic compound. Based on the experimental data, a re-
action mechanism was proposed. The reaction of synthesizing MBI
was first initiated by reacting CS, and R3N to produce an active inter-
mediate (R3N-CS,). This active intermediate further reacted with o-
phenylene diamine to produce the desired MBI product. In addition,
potassium hydroxide also reacted with H,S, which is a byproduct from
the synthesis of MBI, to enhance the reaction. The reaction of CS, and
C¢H4(NH,), in a two-phase medium is described by a pseudo-first-or-

der rate law.

L. INTRODUCTION

Quaternary ammonium salts are widely used to
synthesize specialty chemicals from two immiscible
reactants [4, 13, 14, 17]. A steadily increasing num-
ber of papers related to the applications of quater-
nary ammonium salts have been published in recent
literature and documents [5, 7, 8]. However,
these processes usually suffer some of the same dis-
advantages as the conventional homogeneous and

*Correspondence addressee

heterogeneous catalysts, mainly separation of the
product from the solution. Advanced techniques of
chemical separation are required to purify the prod-
uct.

2-Mercaptobenzimidazole (MBI) is an important
specialty chemical which is extensively used in in-
dustry as an inhibitor, antioxidant, antiseptic and ad-
sorbent [10, 11, 15, 18]). Synthesis of MBI and its
derivatives has been reported in recent years.

‘The procedure involved is, namely, the reaction of
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o-phenylene diamine and the reactant in a cosolvent
of CH;OH and H,O catalyzed by quaternary ammo-
nium salts or active carbon (Norit) [16]. However,
this reaction was carried out at a high temperature
for a long time period. Later, the synthesis of MBI
was carried out from the reaction of o-phenylene di-
amine and carbon disulfide in an alkaline solution
[12], and employed quaternary ammonium hydrox-
ide as the catalyst [6]. Related reactions synthesiz-
ing the derivatives of MBI have also been reported
[1, 2, 19]. However, the generally accepted reaction
mechanism is not available.
In our preliminary work toward the synthesis of
MBI, it was found that the reaction of o-phenylene
- diamine and carbon disulfide, was catalyzed by a ter-
tiary amine. Furthermore, the rate of the reaction was
greatly enhanced by adding KOH in an appropriate
amount. The primary objective of this work was to
improve the synthesis process for producing MBI by
reacting o-phenylene diamine and carbon disulfide
catalyzed by tertiary amine in the presence of KOH
in a two-phase medium. The potassium salt of MBI
dissolved in the aqueous phase. The greatest advan-
tage of using this process is that MBI in crystal form
then precipitated from the aqueous solution after add-
ing an acidic compound. It can be easily separated
by mechanical filtration and centrifuge. The key point
was to investigate the reaction mechanism and kinet-
ics of the reaction of o-phenylene diamine and
carbon disulfide catalyzed by tertiary amine in the
presence of potassium hydroxide. The effects of the
operating conditions on the reaction are examined and
the optimum conditions to obtain a high product yield
are discussed.

1I. EXPERIMENTAL SECTION
1. Materials

Carbon disufide (CS,), o-phenylene diamine
(C¢H4(NH,),), potassium hydroxide, tertiary amines
including TEA ((C,;Hs);N), TPA ((C3H;)3N) and TBA
((C4Hg)3N) and other reagents are all G.R. grade
chemicals for synthesis.

2. Procedures

The reactor was a 125 mL four necked Pyrex
flask able to serve the purposes of agitating the solu-
tion, inserting the thermometer, taking samples, and
feeding the reactants. A reflux condenser was at-
tached to the port of the reactor to recover carbon
disulfide. The reactor was submerged into a constant
temperature water bath in which the temperature could
be controlled to +0.1°C. To start an experimental run,
known quantities of o-phenylene diamine, carbon

disulfide, caffeine (external standard method), and
tertiary amine were dissolved in organic solvent and
introduced into the reactor. The mixture was stirred
mechanically by a two-blade paddle (5.5 cm) at
1000 rpm. During the reaction, an aliquot sample
of 0.1 mL was withdrawn from the solution at a cho-
sen time. The sample was immediately introduced
into a methanol solvent at 4°C for dilution and to re-
tard the reaction, then the sample was analyzed by
HPLC.

The product 2-mercaptobenzimidazole (MBI)
for identification was purified from the reaction so-
lution without containing tertiary amine by vacuum
evaporation to strip off organic solvent and carbon
disulfide. Then, it was dissolved into ethanol pre-
pared for recrystallization. A white crystal form of
MBI, which was insoluble in EtOH, was obtained by
cooling the solution.

The product (salt of MBI) and reactants (CS,
and C¢H4(NH,),) were identified by NMR and IR and
the contents of the reactants and product were ana-
lyzed by an HPLC instrument. The results obtained
from NMR and IR are very consistent with the pub-
lished data. An HPLC model LC9A (Shimadzu) with
an absorbance detector (254 nm, SPD-6A) was em-
ployed to measure the contents of reactants and prod-
uct. The column used was Shim-pack LCL-ODS RP-
18 (5 um). The eluent was CH;CN/H,0=20/80 (with
5 mM KH,P04+0.1% H3;PO,) (volume ratio) with a
flow rate 1.0 mL/min.

II1. KINETICS MODEL OF REACTION
The overall reaction is expressed as
oy
4CS, + CgH4(NH,), + 9KOH —~ N /C-SK + Ky + 2K,CS;
H
+K,C0O; + 6H,0 (R1)

In the organic-phase reaction synthesizing MBI, it is
assumed that carbon disulfide first reacts with the
tertiary amine to form an active intermediate (R3N-
CS,). This active intermediate further reacts with o-
phenylene diamine to produce the desired product
MBI, i.e., [9]

k
RN + CS, === R;N-CS, (R2)
kg

.9 Ny
R3N-CS, + CgH4(NH,); —=> N JC-SK+H,S+R;N  (R3)
1
H

"The reaction of MBI and KOH to produce a water-

soluble potassium salt of MBI takes place on the or-
ganic-aqueous interface, i.e.
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N N
@[N§ C—SK+KOH—>©:N>C—SK+HZO (R4)
H H

2KOH+H,S — K,S+2H,0 (R5) -

3CS,+6KOH — 2K,CS;+K,CO3+3H,0 (R6)

Reactions (R2) and (R3) are the two main steps of
MBI synthesis in the organic solution. Reactions (R5)
and (R6) are the two side reactions which also take
place on the organic-aqueous interface and in the
aqueous phase. In general, the reaction (R2) is very
fast and reaches an equilibrium state within 3-4 min-
utes. Usually, it took about 6 h to obtain a 80% con-
version of o-phenylene diamine at moderate reaction
conditions [9]. Therefore, we proposed that the re-
action of carbon disulfide and tertiary amine (reac-
tion (R2)) is in an equilibrium S$tate relative to
reaction (R3). Reaction (R4) was carried out to ob-
tain the potassium salt of MBI. The reaction (R3)
was enhanced by reacting KOH and H,S which is
given in reaction (R5). In reaction (R6), inert com-
pounds K,CS3 and K,CO; which did not possessing a
catalytic properties were produced from the reaction
of CS, and KOH.

The rates of reactions (R2) and (R3) are ex-
pressed as

11=k{{CS,] [R3N]-k_{[R;N-CS,] (1

d[CH,(NH,),]
dt

Assume that a pseudo-steady-state hypothesis is ap-
plied for the active intermediate R;N~CS,, i.e.,

=k,[R3N-CS,][CcH4(NH2)]] (2)

Iry=-—

dRy;N-CS)]

it 0. 3)

No other byproducts were obtained. Therefore, it is
reasonable to assume that the consumption rate of
R3N-CS, in (R3) equals the production rate of R3N—
CS, in (R2), i.e.,

ki [R3N][CS2]-k_ [RsN—CS,)
=k,[R3N-CS;] [C¢Ha(NH,),]. (4)
Rearranging Eq. (4), we obtain

oo RICHMNH)IRNICS] (o
1 (kzlkl)[ceﬂAt(NHz)z]*(hl/kly

Reaction (R3) is very slow relative to reaction (R2).
It is obvious that reaction (R3) is a rate-determining
step in the organic-phase reaction. Thus, it is rea-
sonable to assume that k_;[R3N—CS,]>>k,[R3N-CS,}

[CsH4(NH,),] or
(k_1/k)=K>>(ka/k1)[CeHa(NH)o]. (6)
Thus, Eq. (5) is rewritten as
r=(ko/K)[R3N][CS,][CeH4(NH2),]. (N
In this work, carbon disulfide was usually used in a
large excess amount relative to its stoichiometric
quantity. Also, the concentration of R3N remained

constant. Therefore, Eq. (7) is written as

_ d[C,H,(NH,),]

r= —at———kapp[cch;(NHz)z] (8)
where
Kapp=(k2/K)[R3N][CS,]. (9)

Integrating Eq. (8), the reaction is expressed by a
pseudo-first-order rate law,

~1n(1-X)=Kppt (10)

where X is the conversion of o-phenylene diamine and
is defined as

X=1-([CeH4(NH;),1/[CsH4(NH2)21) (1)

in which the subscript “i” denotes the initial condi-
tion. A plot of —1n(1-X) vs. time leads to a straight
line with slope k,,,. Experimental results indicated
that the same results were obtained for the produc-
tion rate determined from the product and for the
consumption rate determined from the reactant. We
confirmed that no other byproducts were produced
during or after the reaction.

IV. RESULTS AND DISCUSSION
1. Identification of the reaction mechanism

In the reaction of CS; and C¢H4(NH;), to syn-
thesize MBI, the reaction rate was slow in the ab-
sence of an alkaline compound and catalyst (tertiary
amine). Only a 10% conversion of o-phenylene di-
amine was obtained after 8 hours of reaction. As
shown in Table 1, the reaction was enhanced by add-
ing a small amount of tributylamine (BusN).

As previously stated, the mechanism of the re-
action of CS; and CgH4(NH;), by a tertiary amine was
described by reactions (R2) and (R3). We assume
that the reaction of R3;N and CS, is fast and reaches
an equilibrium state within 3-4 minutes or more. The
active intermediate R3;N-CS, cannot be isolated and
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Table 1. Effects of the operating parameters on the k,;,-values; 0.4 g of C¢Hy(NH;);, 4.003 g of CS,,
0.8188 g of KOH, 50 mL of CH,Cl;, 20 mL of H,0, 1000 rpm, 30°C (Except for the effect of a
particular factor on the conversion, the other conditions are specific in the above.)

TBA (g) 0 0.156 0.311 0.467 0.622 0.778 0.934
kapp 0.104* 0.1278 0.1361 0.1639 0.1875 0.2111 0.2333
(1/hr) 0.012%*

CS,, g 0.4068  1.8121 2.4003  3.0064 4.0029  5.0029
kapp 0.0093  0.0743 0.0947  0.1173 0.1373  0.1813
(1/hr)

CeHy(NH,),, g 0.2 0.4 0.6 0.75 0.9 1.0

kapp 0.1042  0.1375 0.1861  0.2069 0.2251 0.2319
(1/hr) _

Solvents CH,Cl, CHCl, CeHg  CeHsCl  CgHsCHj

kapp 0.1365  0.0973 0.1365  0.1676 0.1622

*: without TBA
**; without TBA and KOH

purified from the solution. However, the presence of
an orange color, indicated that the R3N-CS; product
appeared in the solution. The UV-absorbance of CS,
and R3N solution was increased during the reaction
when the mixed solution was scanned by a UV in-
strument. The UV-absorbance indicates that the re-
action reached an equilibrium state within a short time
period of about 5 minutes.

To further examine the equilibrium reaction
(R2), two experimental runs in different sequential
orders of reaction procedures were tested in this study.
The first one involved conducting the reaction of car-
bon disulfide, tributylamine (Bu3sN) and potassium
hydroxide for 2 hrs in advance, and the o-phenylene
diamine was added to the reaction solution. The
second procedure involved the simultaneous in-
troduction of CS,, BusN, KOH and C¢H4(NH,),
dissolved in CH,Cl1,/H,0O (v/v=50/20) to start the
reaction. Both experimental runs resulted in the
conversion of o-phenylene diamine, and there were
no differences in the conversion. These results indi-
cate that the reaction of CS, and R3N to produce the
active intermediate (R3;N—CS,) is very fast. The re-
action of the active intermediate (R3N—CS,) and
o-phenylene diamine is a rate-determining step for
the entire reaction. KOH only acts as the neutraiiz-
ing agent is the reaction with H,S, which is a
byproduct of the reaction of CS; and C¢H4(NH3),.
The reaction of KOH and H,S to enhance the synthe-
sis of MBI is attributed to LeChatelier’s principle.
Therefore, two fundamental reaction steps were pro-
posed to represent the entire reaction given by (R2)
and (R3).

The distribution of CgH4(NH,), between the
CH,Cl, and H,0 two-phase solution was examined
[18]. It was found that CgH,(NH;), dissolves both in

CH,Cl, and H,0. It takes only 30 seconds for
CgH,(NH,), to reach an equilibrium statc between two
phases. The resistance of mass tran-iur of o-phe-
nylene diamine between two phases :: negligible.
Both CS, and R3N-CS, do not disscive in water.
Therefore, the reaction of R;N—-CS, and C¢H4(NH,),
takes place in the CH,Cl, phase rather than in the
aqueous phase. o-Phenylene diamine, which dis-
solves in the aqueous solution was counted as a source
in providing the reactant in the organic phase.

2. Factors affecting the reaction kinetics in
synthesizing MBI

(i) Identification of the reaction mechanism

As stated, the potassium salt of MBI dissolved
in the aqueous phase. It is interesting to investigate
the reaction mechanism of the reaction of o-phenylene
diamine and carbon disulfide catalyzed by the tertiary
amine in the presence of the KOH solution/CH,Cl,
two-phase medium. Our preliminary study [9]
showed that the tertiary amine first reacted with car-
bon disulfide to form an active intermediate (R3N-
CS,), which is dissolved in the organic solvent rather
than in the aqueous phase.

In this study, an experiment was conducted, i.e.,
R;N in a limiting amount dissolved in CS; in a large
excess to form a homogeneous solution. For this a
solution containing CS, and R3N was prepared. Af-
ter stripping off CS, from the organic solution, the
residue solution was poured into an aqueous solution
containing o-phenylene diamine. Only a trace amount
of MBI was produced. The reason is that CS,; is
stripped to a limiting value. The production of MBI
in the aqueous phase is limited even if the tertiary
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Fig. 1. Effect of the amount of potassium hydroxide on the solu-
bility of carbon disulfide in the aqueous solution; 6.3 g of
CS;, 100 mL of water

amine (or R3N-CS,) is present in the solution. In the
other experiment, the organic solution of CS, con-
taining R3N-CS; was poured into the aqueous solu-
tion containing o-phenylene diamine. A relatively
large amount of MBI was produced from the aqueous
solution. This experiment indicated that the reaction
of o-phenylene diamine and carbon disulfide cata-
lyzed by the tertiary amine took place in the aqueous
phase or at the organic-aqueous interface. Neverthe-
less, it is obvious that the reaction rate in the aque-
ous phase and the yield of MBI are highly dependent
on the the amount of CS, in the aqueous phase. There-
fore, we confirmed that the organic phase reaction of
CS, and C¢H4(NH,), is a rate-determining step in the
two-phase medium because most CS, stays in the or-
ganic solution. The yield of MBI produced from the
aqueous phase is low. Fig. 1 shows the solubility of
CS, in the alkaline solution of KOH. Little of the
CS, dissolved in the aqueous solution. Furthermore,
the dissolved CS, in the aqueous phase also reacts
with KOH to form K,CS3 and K,COj; [3]. Therefore,
part of the CS,, which dissolved in the agueous phase,
is consumed. We conclude that the yield of MBI pro-
duced from the aqueous phase is low. The yield of
MBI in the two-phase reaction comes mostly from
the organic-phase reaction.

As stated, the yield of MBI product from the
aqueous phase is low. Our preliminary study for the
reaction of o-phenylene diamine and carbon disulfide
catalyzed by tertiary amine in a homogeneous solu-
tion containing (MeOH+H,0) found that the reaction
rate is decreased with the increase in the amount of
water in the homogeneous solution [9]. This result
indicates that the reaction rate is still low in the aque-
ous phase. Therefore, the production of MBI comes
directly from the organic phase.

_Agitation epeed
o O rpm * 600 rpm
« (00 rpm + 800 rpm
A 200 rpm © 1000 rpm
400 rpm

0.81
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Fig. 2. Effect of the agitation speed on the conversion of o-phe-
nylene diamine; 0.4 g of C¢gH4(NH3),, 0.311 g of TBA,
0.8188 g of KOH, 50 mL of CH,Cl,, 20 mL of H,0, 30°C

(ii) Effect of agitation speed

Figure 2 shows the effect of agitation on the
conversion of o-phenylene diamine. Not much
difference in the conversion was obtained when the
agitation speed changed from 100 to 1000 rpm. This
result also implies that the reaction of o-phenylene
diamine and CS, in the organic phase plays an im-
portant role. The ionic reaction of KOH and H,S or
the reaction of KOH and MBI on the organic-aque-
ous interface is very fast even at low agitation speed.
The reaction of the rate-determining step took place
in the organic phase.

(iii) Effect of the amount of tributylamine

Table 1 shows the effects of tributylamine
(TBA) in the presence of KOH on the conversion of
o-phenylene diamine in the two-phase reaction me-
dium. The reaction follows a pseudo-first-order rate
law. The conversion is increased with the increase
in the amount of tributylamine. It is obvious that the
tertiary amine is an effective catalyst in enhancing
the reaction rate. The basic tertiary amine reacted
with CS, to produce an active intermediate R3;N—-CS,.
Table 1 shows the effects of the operating parameters,
such as: amount of BusN, content of CS; and
C¢H4(NH,),, and organic solvents, on the value of

Kapp-
(iv) Effect of the amount of potassium hydroxide

Figure 3 shows the effect of the amount of KOH
on the conversion of o-phenylene diamine in the pres-
ence of tertiary amine at 4, 5, 6, 7, hrs of reaction.
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Fig. 3. Effect of the amount of KOH on the conversion of o-phe-
nylene diamine; 0.4 g of C¢gHy(NH;),, 0.311 g of TBA,
6.3 g of CS,, 50 mL of CH,Cl;, 20 mL of H,0, 1000 rpm,
30°C

The conversion is relatively low when no KOH or
only a small amount of KOH is added. However,
reactions (R4) and (RS) show that the reaction is en-
hanced by adding an appropriate amount of KOH fol-
lowing LeChatelier’s principle. The conversion is
then decreased when a larger amount of KOH is
added, i.e., the number of moles of KOH is larger
than that of CS,. Potassium hydroxide reacted with
carbon disulfide to produce K,CS; and K,CO;. Parts
of CS; are therefore consumed by reacting with KOH.
In this study, the moles of KOH were less than that
of CS,. The reaction synthesizing the MBI product
is not completely retarded by adding KOH. An ap-
propriate amount of KOH leads to a relatively high
yield of MBI product.

(v) Effect of the amount of carbon disulfide and
o-phenylene diamine

In the two-phase reaction, the effects of the con-
centration of CS, on the conversion is shown in Table
1. The conversion of o-phenylene diamine is in-
creased with the increase in the concentration of CS,.
In deriving the kinetic model, the rate expression is
depicted in Eq. (5), or in Eqgs. (9) and (10). It is shown
that the reaction rate is directly proportional to the
concentration of CS,. This is consistent with the ex-
perimental data.

The effect of the concentration of o-phenylene
diamine on the conversion of o-phenylene diamine is
also shown in Table 1. At 30°C, the conversion is
increased with an increase in the concentration of o-
phenylene diamine. We expected that this tendency
would be the same at higher temperatures, i.e., the
conversion would increase with the increase in the

Amount of Water
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osf 930 M o 60 mL

0.8

0.4

Conversion, X

0.2

i L " L 2

1 2 3 4 5 [¢] 7 8
Time (hr)

o

Fig. 4. Effect of the amount of water on the conversion of o-phe-
nylene diamine; 0.4 g of C¢H4(NH;);, 0.311 g of TBA,
4.003 g of CS,, 0.8188 g of KOH, 50 mL of CH,Cl,, 20
mL of H,0, 1000 rpm, 30°C

concentration of o-phenylene diamine for the whole
temperature range. Similarly, the experimental data
follow pseudo-first order rate law. A plot of —In(1-
X) vs. time of reaction shows a straight line of slope
Kapp Which is depicted in Table 1.

(vi) Effect of the amount of water

Fig. 4 shows the effect of the amount of water
on the conversion of o-phenylene diamine. In gen-
eral, the conversion of o-phenylene diamine is de-
creased with an increase in the amount of water. The
general accepted reason is that o-phenylene diamine
dissolves both in aqueous and organic solution. How-
ever, the reaction only takes place in the organic
phase. It is obvious that the amount of o-phenylene
diamine, which exists both in the aqueous phase, acts
as the source in providing the reactant in the organic
phase. Therefore, the number of moles of o-phe-
nylene diamine is increased in the organic phase when
the amount of water is decreased. In addition, the
concentration of KOH in the aqueous phase is also
increased to enhance the reaction rate in using a small
amount of water. For this, the conversion of o-phe-
nylene diamine is increased with the decrease in the
amount of water. However, this effect is not signifi-
cation.

(vii) Effects of the organic solvents

In this work, chlorobenzene, dichloromethane,
toluene, chloroform and benzene served as the organic
solvents. Table 1 shows the effects of the orgainc
solvents on the conversion of o-phenylene diamine.
The order of the reactivity for the reaction in these
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Table 2. Effect of temperatures on the k;,,-values
for the reactions in various organic sol-
vents; 0.4 g of CcH4(NH,),; 4.003 g of CS,,
0.8188 g of KOH, 0.311 g of TBA, 50 mL
of organic solvent, 20 mL of H,O, 1000

rpm
Kapp-values (1/hr)
Solvents 30°C 35°C 40°C 45°C
Chlorobenzene 0.1689 0.2122 0.2784 0.3486
Chloroform 0.0973 0.1392 0.1649 0.1946
Benzene 0.1378 0.1743 0.2378 0.2946
Toluene 0.1622 0.2176 0.2716 0.3378
TEA* 0.25 0.3014 0.3554 0.4540
TPA* 0.1648 0.2040 0.2581 0.3149
TBA* 0.1689 0.2122 0.2784 0.3486

* 1.68x107 mole of tertiary amine, organic solvent:
chlorobenzene

organic solvents is: chlorobenzene > toluene > ben-
zene > dichloromethane > chloroform. The order of
the dielectric constants for these organic solvents is:
dichloromethane > chloroform > benzene > chlo-
robenzene > toluene. The experimental results indi-
cate that the rate of reaction does not correspond to
the dielectric constant of the organic solvent.

(viii) Effect of temperature

The effect of temperature on the conersion of
o-phenylene diamine for the reaction using chloroben-
zene as the organic solvent is shown in Table 2. The
increase in temperature enhances the reaction rate and
the conversion of o-phenylene diamine. The reac-
tion also follows pseudo-first-order rate law. Simi-
lar results were obtained using other organic solvents
such as chloroform, benzene and toluene, and using
catalysts such as TEA, TPA and TBA. Table 2 shows
the k,pp-value at various temperatures for the reac-
tion carried out in different orgainc solvents. An
Arrhenius plot of —1n(kayp) vs. 1/T at various organic
solvents and catalysts is shown in Figs. 5 and 6. The
Arrhenius equation for various organic solvents and
for various tertiary amines are:

Organic solvents:

Chlorobenzene: kapp=9.77X1058Xp(—4.72X103/T)

Chloroform: kopp=1 .83x10%exp(—4.36x10%/T)

Benzene: K,p,=2.00x10%xp (=5.00x10%T)

Toluene: kapp=8.46xlOsexp(—4.68x103/T)

The activation energies in using those organic sol-
vents are 35.76 ~ 41.80 KJ/mole.
Tertiary amines:

TEA: kapp=6.89x104exp (~3.80x10%/T)

TPA: kapp=l.73x105exp (~4.20x10%/T)

TBA: kapp=9.77><105exp (-4.72x10%/T)

1.0 \[
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Fig. 5. Arrhenius plot of In(kqpp) vs. 1/T for the reaction in vari-
ous organic solvents; 0.4 g of C¢H4(NH>),, 4.003 g of CS;,
0.311 g of TBA, 0.8188 g of KOH, 50 mL of organic sol-

vent, 20 mL of H,0, 1000 rpm.
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Fig. 6. Arrhenius plot of In(k,py) vs. 1/T for the reaction using
varous tertiary amines; 0.4 g of C¢Hs(NH;),, 4.003 g of
CS,, 1.68x107 mole of tertiary amine, 0.8188 g of KOH,
50 mL of chlorobenzene, 20 mL of H;O, 1000 rpm

The activation energy for using those catalysts are

. 31.56 ~ 40.02 KJ/more for which TEA possesses the

lowest value.
V. CONCLUSION

The kinetics of the reaction of o-phenylene di-
amine and carbon disulfide catalyzed by tertiary
amine in the presence of KOH in a two-phase me-
dium was investigated. A kinetic model, which in-
cludes the reaction of tertiary amine and carbon
disulfide to produce an active intermediate, and the
reaction of the active intermediate and o-phenylene
diamine to produce MBI product, was built up. The
pseudo-first-order kinetics, which were simplified
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from the orizinal kinetic model, can be used to satis-
factorily desc.ibe the experimental data. The reac-
tion was identitifed as taking place in the organic
phase. The reaction was enhanced by adding tertiary
amine and potassium hydroxide. The salt of the MBI
product, which was obtained from the reaction of MBI
and potassium hydroxide at the organic-aqueous in-
terface, dissolved in the aqueous phase. The MBI
product precipitates from the aqueous solution by
adding an acidic substance and can be easily sepa-
rated from the aqueous solution by filtration or cen-
trifuge.
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ABSTRACT

This research employs the tabu search method to develop an al-
gorithm for efficiently solving concave cost transportation network
problems which are characterized as NP-hard. An initial solution
method and a linear approximation approach are also developed, to
evaluate the algorithm. The preliminary results show that the algo-

rithm is potentially useful.

I. INTRODUCTION

The general transportation problem is formu-
lated as a bipartite network, G=(N,A,M), where N is
the set of all supply nodes, M is the set of all demand
nodes, and A is the set of all arcs. Arc (i, j) denotes
the arc from supply node i to demand node j. Let S;
be the supply for node i in N, let D; be the demand
for node j in M and let f(x;;) be the cost function for
transporting x; amount of goods along arc (i, j). Also
let u;; and /;; be the flow's upper bound and lower
bound respectively for arc (i, j). The transshipment
problem can be formulated as follows:

Minimize f()=2Xf(x,) (1a),
iJ

subject to Xx; =S, VieN  (lb) (1)
J

Zxy=D; VjeM  (Ic)

The objective, (1a), minimizes the total transshipment
cost. Constraints (1b) and (1c) are the flow conser-
vation constraints at every supply node and at every

*Correspondence addressee

demand node, respectively. Constraint (1d) ensures
that every arc flow is within its upper and lower
bound. There are |N|X|M| arcs in the network. As
well, the sum of total supply is equal to that of total
demand.

To facilitate problem solving, f(x;) is usually
simplified as linear (for example, f(x;)=c;x;), where
there are numerous efficient algorithms for optimi-
zation, for example, the transportation network sim-
plex method [1]. However, such linear cost functions
may not reflect actual operations. In practice, the unit
cost for transporting goods usually decreases as the
amount of goods increases. For example, the fare
structure for freight transportation or the cost func-
tion of garbage collection is generally concave [4].

Because concave cost transportation problems
are characterized as NP-hard [13], and it is time-con-
suming to optimally solve large-scale problems.
Many solution algorithms have been developed for
handling such problems. These algorithms have em-
ployed traditional mathematical programming tech-
niques such as linear approximation, Lagrangian
relaxation, branch-and-bound, or dynamic program-
ming to assist in their solutions [3, 4, 10, 18, 13].
Note that Zangwill [18] has pointed out that the ma-
jor difficulty in solving concave cost network flow
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problems results from the enormous local optima in
the optimization. Thus. the traditional approaches
may be inefficient for enumerating all local optima
to find the global optimum. In our research we ob-
served that the tabu search method (TS) [5, 6] may
be useful for resolving concave cost transportation
problems. For an example, see Problem (1).

In particular, any feasible spanning tree in

Problem (1), corresponds to an extreme point of the
constraint set [4]. Since every arc cost function is
concave, the objective function (1a) is also, obviously,
concave. Based on the concavity of the cost func-
tion, there is at least an optimal solution which is
located at an extreme point. Furthermore, every ex-
treme point is an integer solution because of the inte-
grality property of Problem (1) , assuming that all
the parameters in Problem (1) are integers. As a re-
sult, the optimal solution for Problem (1) is also an
integer. .
From this, we see that a traditional local search
seems to be useful for finding the optimal solution
for problem (1). That is, if we improve the solution
from an extreme point to its adjacent extreme points,
then, after a certain number of improvements, we
might find a near-optimal solution. Unfortunately,
since there could be enormous local optima in the
solution set, such a local search could easily fall into
a local optimum, whose objective is far from the op-
timal one. Recently there have been new combinato-
rial optimization approaches, such as TS, developed
for efficiently “jumping” out of local optima. There-
fore, TS could be applicable to the resolution of con-
cave cost network flow problems.

TS considers all moves both “up” and “down”
except for a certain prohibited or “tabu” set. The
“tabu” moves are kept as a list of length L which ef-
fectively prevents the most recent L moves from be-
ing reversed. Each time a move is made, its “inverse”
is added to the list, while the oldest move on the list
is dropped. If the length, L, is too small, there is a
chance that the method will simply cycle around the
same sequences indefinitely, but this seems not to
occur if the L is large enough [15]. This can be
thought of as simulating a form of “short-term
memory”, so the procedure will recognize (and avoid)
areas of the solution space that it has already encoun-
tered. Glover [5] also discussed ways of simulating
“long-term memory” and procedures for overriding
the basic algorithm by using “aspiration levels”. The
approach is well documented by Glover [5, 6].

TS has been successfully applied to many prob-
lems. For example, Sinclair [16] has used real world
data to compare TS with several other modern heu-
ristics for the problem of balancing hydraulics (a spe-
cial case of the quadratic assignment problem). The
results showed that TS provided the best solutions,

s D
' —__ entering var.

Dy

" leaving var.

)
(Ss)—
R >

Fig. 1. A local move for a spanning tree

but at the cost of long solution times. Reeves [15]
applied TS to the machine sequencing problem and
found that TS is a more effective search paradigm
than simulated annealing. Hu [9] applied TS to mini-
mum weight design examples of a three-bar truss, coil
springs, a Z-section and a channel section. The re-
sults showed that TS with random moves was a
powerful approach to various problems of the global
optimization of continuous variables. It outperformed
the composite genetic algorithms and the random
search for test problems with continuous variables.

This research aims to use TS to develop an al-
gorithm that efficiently solves concave cost network
flow problems. To reduce the complexity of this re-
search, we focus on the concave cost transportation
network problems, as shown in Fig. 1. 'Referring to
[13, 14], the cost function for arc (i,j) used is assumed
to be f,»j(xij)=c,-j\/x—,,j, where x;; denotes the flow of arc
(i) and ¢;; is an associate constant. Moreover, since
constraint (1d) can be transferred into a nonnegativity
constraint without upper bound constraints, then for
simplification we use nonnegativity constraints to
stand for constraint (1d). The remainder of the paper
is organized as follows: we first develop solution al-
gorithms, then perform a computation test, and finally
conclude.

II. ALGORITHM DEVELOPMENT
In this section, we develop an initial solution
method, a TS-based algorithm and a linear approxi-
mation approach.

1. Initial solution (INIT)

Since a local improvement method must start
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from a feasible solution, before introducing the TS-
based algorithm, we develop a heuristic to generate
good initial solutions. Based on the characteristics
of concave cost network flow problems [12], if arc
flows are assigned for nodes with more supply or
demand, the cost might be further reduced. Besides,
an all-or-nothing assignment rule might help reduce
the transshipment cost. The heuristic based on these
is developed as follows.

Step 1.Sort all arcs;

(1.1) Determine the maximum amount of
goods, x;, that can be transported from
supply node i to demand node j; x;=min
(Si, D).

(1.2) Calculate the unit cost for transporting
x;; which is equal to Nerh

(1.3) Sort all arcs increasing order, accord-
ing to &—,

\/x—ij

Step 2. Assign arc flows;

(2.1) Assign arc flows sequentially using the
remaining node supply and demand;

(2.2) Calculate the remaining supply or de-
mand for all nodes; .

Step 3.If all node supply and demand have been as-
signed, then go to Step 4; otherwise go to Step
1;

Step 4.If the number of arcs with positive flows is
less than (|M|+|N}-1), then add arcs with zero
flow to form a spanning tree; Stop the algo-
rithm;

Note that in each iteration, the supply or demand for

at least half of the nodes with remaining supply or

demand will become zero. Let n be |M{+|N| and m be

[M|x|N]. Thus, the INIT is finished in at most log; n

iterations. Since the complexity of each iteration is

O(m*log m) when using the heap sort approach in

Step 1, the complexity of the INIT is O(mxlog mxlog

n).

2. The TS-based algorithm (TSA)

The development of the tabu-search based al-
gorithm is addressed in the following three parts.

(1) Neighborhood searching

We refer to the pivoting rules of the network
simplex method [1], to search for adjacent extreme
points. In particular, given an initial spanning tree
(an extreme point), an “entering arc” incorporating
the spanning tree forms a unique circuit. A “leaving
arc” can then be determined and deleted to form an-
other spanning tree, which is an adjacent extreme
point to the previous one [1]. Thus, a pair arcs of

entering and leaving can be indicated as the direction
of a move. As shown in Fig. 1, arc (3,1) is the enter-
ing arc and arc (3,3) is the leaving arc. Note that in
the network simplex method the entering arc is cho-
sen based on a negative reduced cost {1].

Given a spanning tree, there are many arcs that
can be chosen as entering arcs (a total of m-n+1 arcs).
Two neighborhood searches have always been used.
One is the steepest descent search and the other is
the random search. To perform the former we have
to calculate the flow difference for every adjacent
point in order to choose the best one. Thus, we have
to identify all associated circuits and changes in the
associated arc flows. This, as a result, will be time-
consuming, especially when the calculations involve
a complex concave cost function. Although the lat-
ter may provide a faster search, the solution quality
of the moves may be ineffective. To tradeoff effi-
ciency and effectiveness, we suggest examining a lim-
ited number (denoted as EPOCH) of arcs in every
move. For simplification, EPOCH is suggested to be
a multiple of the number of total nodes, where the
multiple is subject to testing. We randomly choose
an EPOCH of arcs from all feasible arcs and then
determine the entering one. The following pseudo
code addresses the searching process.

Procedure SEARCH

Begin

k=1;

A=9999999999;

Do while (k<EPOCH)
Randomly choose a new arc which has not been cho-
sen;
Identify the associated circuit and find the associ-
ated leaving arc from the circuit;
Modify the arc flows and calculate the associated
difference of the objective value, A;;
If Ay<A, then A=A, save the new solution as an in-
cumbent;
k=k+1;

End do

End_SEARCH.

(2) The tabu lists and the aspiration levels

Given an initial spanning tree, we use tabu lists
to avoid inverse or inefficient moves. Two kinds of
tabu lists are proposed here. One is called an “in-
verse tabu list” (ITL) and the other is called a “de-
generate tabu list” (DTL). The former prevents a list
of recent moves from being reversed, while the latter
prevents a list of degenerate moves from being per-
formed. To suitably define the ITL, we propose a
new approach for effectively recording and distin-
guishing recent moves. In particular, we use random
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numbers at the beginning to generate several random
parameters for every arc. Then we define several ran-
dom objective functions, as shown in Eq. (2).

Original objective function

=L Xfyr)=E ey /x;  (2)

Random objective function 1
u=2Xfit)=2XPyx; @b @)
Random objective function 2
a()=EXfie)=L Py, (2¢)

Random objective function s

zs(x)=12 ); f;(x,j)=,ZJZP;x,.j (2d)

If every objective function value is the same for two
solutions, then these two solutions are likely to be
the same. In other words, if all the objective func-
tion values for a new solution are the same as that of
any solution in the ITL, we reject this move unless it
satisfies the aspiration levels, which will be men-
tioned later. Otherwise, we accept this move and also
add its objective function values to the ITL. Obvi-
ously. the accuracy for identifying a recent move will
depend on the number of random objective functions
that we have defined. Generally, five objective func-
tions are enough for our problems. Note that the same
ITL length is maintained for every move. The per-
formance of the length, as mentioned in [3, 6], is sub-
ject to testing.

For a spanning tree, there are always arcs with
zero flow (called degenerate arcs) due to degeneracy.
It is believed that network flow problems are usually
degenerate [17]. Thus, when selecting an entering
arc for determining a move, if the associated leaving
arc is a degenerate arc, then this move will “stand
still”, that is, nothing will be ciianged in the new so-
lution. If the problem is highl+ degenerate, then al-
though many moves seem to {::ive been performed,
the new solution has in fact siwod still throughout.
Such a degeneracy problem could cause severe dete-
rioration in the solution efficiency. At worst, it could
result in an infinite algorithm. To resolve this, we
use the DTL to record recent degenerate arcs. When
we search for a new entering arc, we check to see if it
is in the DTL. If it is, we reject this arc; otherwise
we accept it as a candidate for an entering arc. If the
arc is examined and found to be degenerate later, then
we add it to the DTL. Note that a degenerate arc in
the DTL is deleted from the DTL after a certain num-
ber of moves, which are subject to testing.

To provide flexibility for choosing good moves.
referring to [5. 6] we set an aspiration level (AL).
The AL allows us to override a tabu move if the ob-
jective value of the new solution is better than that of
the previous one. Note that to fasten the searches,
we apply the AL only to the ITL rather than to the
DTL, because the objective values do not need
checking in advance if an arc is located in the DTL.
To efficiently incorporate the DTL into a neighbor-
hood search, we modify the SEARCH as the
MSEARCH.

Procedure MSEARCH
Begin
k=1; A=9999999999;
Do while (k<EPOCH)
Randomly choose a new arc which has not been cho-
sen and is not in t> DTL;
Identify the ass.-  -:d circuit and find the associ-
" ated leaving arc ¢. .:: the circuit;
Modify the arc flows and calculate the resulting dif-
ference of the objective value, Ay;
If the arc flows are not changed, then add the enter-
ing arc into the DTL; if A;<A, then A=A, and save
the new solution as an incumbent;
k=k+1;

End do

End_MSEARCH.

The complexity for identifying a circuit and
changing its flow, given a candidate entering arc, is
O(m). Let 1d be the maximum length of the DTL.
The complexity of selecting a candidate entering arc
is O(1d). As a result, the complexity of MSEARCH
is O(EPOCH*(m+Id))

(3) The TSA procedure

Let § be the current solution, S’ be the new so-
lution, S;,. be the incumbent, and MAX be the maxi-
mum number of moves for which an incumbent has
not been improved. Referring to [5, 6] and the afore-
mentioned issues, we develop a TS-based algorithm
as follows.

Step 0. Use the INIT to find an initial solution, S,
and calculate its objective value, z(S), and all
random objective function values, z;(x), ...,
Zs(x); Sine=S; count=0;

Step 1. Apply the MSEARCH to find a good adja-
cent point, §*; Calculate its objective func-
tion value, z(S’) and its random objective
function values, z;(5),..., z,(S’);

Step 2. If $’ is not in the ITL or if z(S*)<z(S), then
S§=S’, update ITL and DTL; otherwise
count=count+1 and go to Step 4;

Step 3. If z(8)<z(8;,c), then §;,.=S5” and count=0;
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otherwise count=count+1;
Step 4. If count>MAX, then stop; otherwise go to
Step 1;

We note that the TSA is finite. First the INIT is
finite. Then, every incumbent is obviously an ex-
treme point. An incumbent is changed (is improved)
in at most MAX iterations. Since the number of
extreme points in Problem (1) is finite which is
bounded by C”,_,, the number of incumbent solu-
tions is finite. As a result, the TSA finishes in a
finite number of iterations. Moreover, the length
of ITL is typically less than O(EPOCHX(m+1d)).
Omitting INIT whose complexity is relatively
small, the complexity of TSA is then equal to
O(MAXXC",_\xEPOCHx (m+id)). Although this
complexity is exponential, the real performance in
practice is typically better than the complexity shows
[S, 6].

3. Linear approximation heuristic (LAH)

To preliminarily evaluate the TSA, we develop
a linear-cost approximation heuristic [10]. Note that
the heuristic was shown to be a good method by Jor-
dan [10] and is particularly easy to code for solving
our problems. The heuristic starts from an initial so-
lution which can be obtained using SEARCH. In each
iteration the heuristic uses the network simplex
method to optimally solve for a linear cost transpor-
tation problem. The cost function of the transporta-
tion problem is estimated using the arc flows of the
previous solution. For example, if the flow from arc
(1, j) in the previous solution is x;;’, then the estimated
cost function for this arc is

SCeip)=Ufey ) xif Ixxy= Ll (3)

i

where x;; is the arc flow in this iteration. The process

is repeated until an incumbent has not been improved

for 1000 iterations. The steps for the LAH are listed
below. The reader can similarly prove that the LAH
is finite as was found in the TSA.

Step 0. Use the INIT to find an initial solution, S,
and its objective value, z(S); Si=S;
count=0; ‘

Step 1. Approximate a linear cost function using S;

Step 2. Solve the modified linear cost transportation
problem and obtain a new solution §’;

Step 3. If 2(S")<z(S;,c). then S, =S and count=0; else
count=count+1;

Step 4. If count>1000, then stop; otherwise S=S’ and
go to Step 1;

Note that the complexity of solving the modi-
fied linear cost transportation problem is O(C™,_),
although it usually took a few pivots to find the

optimal solution, given the previous optimal basis.
Let max be the maximum number of iterations
allowed for holding an incumbent. Similar to
TSA, omitting INIT, the complexity of LAH is
O(maxxC",_xC",_1). Although this complexity is
higher than that of TSA, the real performance of LAH
is not as poor as the complexity shows [10]. This
will also be shown in next section.

III. COMPUTATION EXPERIMENTATION

In this section, we will discuss how we designed
a network generator, determined parameters for the
TS-based algorithm, and evaluated the preliminary re-
sults.

1. Network generator

To test the algorithms we designed a network
generator to generate concave cost transportation net-
work problems. Since the performance of the TSA
may be influenced by problem scales and parameters,
we used random numbers to generate randomized net-
works with various network scales and parameters
[11]. We first randomly set the number of supply
nodes and demand nodes, then randomly set the sup-
ply and demand for all nodes. To ensure that the flows
were balanced at all nodes, the sum of all node sup-
ply was set equal to that of all node demand. There-
after, we built all arcs between every supply node and
every demand node. The arc cost parameters were
randomly set to be positive. We note that there was
at least one feasible solution for any randomized net-
work. In addition, since the arc cost functions were
positive, the objective function for each network was
bounded from zero. As a result, there was an optimal
solution for every network.

2. TSA parameters

Since the TSA is a metaheuristic, its perfor-
mance is related to its parameters [5, 6]. Before evalu-
ating the TSA and other algorithms, we use the tested
networks in the next section (3. Preliminary results)
as input to search for good parameters for the TSA.
After numerous tests, we found that, generally, the
larger the MAX, the better the objective value; but
the longer the computation time. However, when
MAX increases to more than 1500, the solution qual-
ity is not significantly improved.

Having performed a sensitivity analysis, we
found that the best ITL length is 7, which is not sig-
nificantly different from 6 or §. We also found that
when the ITL length was more than § (it was more
time-consuming for a move), the total computation
time was longer, while the final objective was not
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Table 1. Computational results of small-scale networks

INIT LAH TSA - optimal

Network obj Jo0bj time obj %obj  time obj %obj  time obj
4x4 1416.12  56.67 0.02 115530 27.81 0.02 903.89 0.00 0.85 903.89
4x5 1369.62 16.54 0.04 1236.15 5.18 0.04 117526 0.00 2.08 1175.26
5%6 2140.01  37.44 0.00 1987.56 27.65 0.04 1557.04 0.00 2.03 1557.04
6x5 1702.50  25.36 0.02 165431 21.81 0.16 1358.09 0.00 3.92 1358.09
7x4 1471.91 1.58 0.00 1471.91 1.58 0.00 144897 0.00 5.58 1448.97
average 1620.03  27.52 0.02 1501.05 16.81 0.05 1288.65 0.00 2.89 1288.65

Note: %obj=100x(obj—optimal obj)/optimal obj

significantly better. On the other hand, when the ITL
length was less than 6, although each move took less
time, the total computation time was still longer, prob-
ably due to many ineffective moves. Besides, the fi-
nal objective was not superior.

We found that the DTL is useful for improving
solution efficiency. In particular, it can avoid inef-
fective selections of entering arcs by choosing a suit-
able number of moves (denoted as NOM) for which a
degenerate arc is retained in the DTL. From our re-
sults, a number equal to log (n) is the best for setting
the NOM. Having performed a sensitivity analysis,
we found that if the NOM was too small (less than
log (n)), then many degenerate moves typically oc-
curred, while, if the NOM was too large (larger than
log (n)), then the flexibility for choosing entering arcs
was significantly reduced, resulting in an ineffective
searching of neighbors. As a result, when NOM was
more than or less than log (n), the computation time
was longer, while the final objective was not supe-
rior.

Besides. in most cases if two solutions were
found to have the same objective function value, then
they were degenerate solutions. Very few of them
were different solutions. From this, the number of
random objective functions designed for the ITL may
be suitably reduced to avoid superfluous calculations.’
After all. the TSA parameters are suggested to be as
follows: the length of the ITL=7, the length of the
DTL is not limited (at most m), NOM=log(n),
EPOCH=n, MAX=1500.

Note that searching of the above parameters in
this research was typically by a trial-and-error pro-
cess. For example for the setting of MAX, we first
fixed other parameters, then set different values of
MAX from 1000 to 2500 with an increment of 100 to
decide the best value. Similarly, we changed another
parameter and tried to set the best MAX as above.
The process was repeated until we found the best com-
bination of all parameters. Obviously, this way is
very time-consuming and inefficient especially for
testing large-size problems. There could exist a cer-
tain relationship between a given problem instance

and its associated parameters. Thus, how to explore
such a relationship in order to find an efficient and
effective way to determine the parameters for the ap-
plication of TS in practice could be a direction of fu-
ture research.

3. Preliminary results

Based on the aforementioned parameters, we
evaluated INIT, TSA and LAH on an HP735 work-
station. We first generated five small-scale networks.
These small-scale problems can be manually opti-
mized. As shown in Table 1, the average error for
the INIT was 27.52%. The TSA performed well and
optimized the initial solutions to all problems. Al-
though the LAH improved the initial solution, the
average error (16.81%) was still significant, mean-
ing that the LAH was not as effective as the TSA
for solving the problem instances. As for computa-
tion times, both INIT and LAH were efficient. Both
were finished in an average of 0.05 seconds. The
TSA was relatively slow, with an average of 2.89 sec-
onds.

To better understand the performance of these
algorithms, we randomly generated fourteen other
networks with larger-scale sizes. The results are sum-
marized in Table 2, where the error percentage of the
objective values is calculated based on the best value
obtained from among all the algorithms. The aver-
age error of objective values for INIT was 83.56%.
In the fourteen networks, the LAH was worse than
the TSA, with an average of 71.28% error relative to
the TSA.

As for computation times, they are positively
correlated with problem sizes for all algorithms. That
is, the computation time increases with problem size
for every algorithm. The INIT was finished in an
average of 42.58 seconds. Although the complexity
of TSA is lower than that of LAH, the TSA was ]
onger than the LAH, the former being finished in an
average of 198.61 seconds, while the latter was fin-
ished in an average of 44.61 seconds. Based on the
above results, if we do not count the computation
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Table 2. Computational results of small-scale networks
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INIT LAH TSA best

Network obj 90bj time obj %obj  time obj %obj time obj method
10x10 1844 55.22 0.04 1742 46.63 054 1188 0 5.74 1188 TSA
12x12 2331 22.30 0.04 2222 16.58 0.50 1906 O 4.80 1906 TSA
20x20 2253 49.80 0.12 2018 34.18 1.34 1504 O 10.18 1504 TSA
25x25 64797 54.44 0.22 59862 42.68 220 41955 0 40.22 41955 TSA
30x30 3498 103.25 0.40 3029 76.00 438 1721 0 23.40 1721 TSA
40x40 4260 86.35 0.94 4015 75.63 3.84 2286 0 52.70 2286 TSA
50x50 3466 67.93 1.86 3279 58.87 5.62 2064 O 7296 2064 TSA
80x80 5069 73.12 8.80 4987 70.32  10.72 2928 O 62.70 2928 TSA
80x120 5713 77.53  20.62 5533 71.94 30.88 3218 O 75.60 3218 TSA
100x100 133366 119.83 20.04 126067 107.80 25.02 60667 0 183.26 60667 TSA
150x150 165802 134.65 38.50 158769 124.70 4892 70659 0  335.78 70659 TSA
110x220 183335 107.95 12948 176221 98.74 140.86 88165 0  624.82 88165 TSA
180x160 175061 97.10 130.56 160113 80.27 151.44 88817 0  312.30 88817 TSA
200200 173453  120.39 24446 152396 93.63 198.28 78704 0  976.08 78704 TSA
average 66018 83.56 42.58 61447 71.28 44.61 31842 0 198.61 31842

Note: %obj=100x(obj-best obj)/best obj

times, which differ less than 160 seconds for the
demonstrated computation capability, then the TSA
is apparently better than the LAH.

Note that the greatest difference in computation
time among all instances, whose scales are close to
practical ones (for example, 200x200), is less than
13 minutes which is not crucial in practice. It should
be mentioned that although TSA is less efficient than
LAH, TSA should be more applicable than LAH in
practice. The reason is that the time for solving trans-
portation problems in the planning stage is generally
not constrained in practice. Carriers usually have
plenty of time to solve problems in advance. Even
if the time is constrained in special events, then
more powerful computers could be used to increase
the speed of problem solving. In the future, various
computers can be used to test larger size pro-
blems than the ones tested in order to understand
the range of problem sizes that can be practically
solved.

IV. CONCLUSIONS

This research employed the tabu search method
to develop a TS-based algorithm to efficiently solve
concave cost transportation network problems. To
preliminarily evaluate the algorithm, a linear approxi-
mation heuristic (LAH) was developed. A heuristic
(INIT) for generating initial solutions was developed

based on the problem characteristics. A network gen-.

erator was also designed to generate many instances
on an HP735 workstation to test the heuristics. The
results show that although the TSA is computationally
longer than the LAH, the TSA apparently outperforms

the LAH in terms of objective values. In summary,
the preliminary results show that the TSA is poten-
tially useful for solving concave cost transportation
network problems.

It should be mentioned that the above evalua-
tion of the TSA was based on the parameters proposed
in the section on Computation Experimentation.
Since the performance of the TSA may be influenced
by problem sizes and other parameters, more tests on
larger-size problems and algorithm parameters should
be performed in the future to further evaluate the
algorithm, so that it can be effectively applied in
practice. In addition, how to find an efficient and
effective way to determine the parameters for the ap-
plication of TS in practice could be a direction of fu-
ture research. The evaluation of other concave
cost functions for transportation network problems
or other network problems could also be directions
of future research. Finally, we note that the simu-
lated annealing method [8], the threshold accepting
method [2] and the generic algorithm [7] have all
been shown to be good for solving certain combina-
torial optimization problems and could be useful for
resolving concave cost network flow problems as
well. They are also suggested as future areas of re-
search.
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NOMENCLATURE

A set of all arcs

AL aspiration level

Cij unit cost for transporting

' goods along arc (i, j)

D; demand for node j in M

DTL, ITL degenerate and inverse tabu
list respectively

EPOCH number of neighborhood
search

fxip) cost function for transporting
x;; amount of goods along arc
()]

INIT Initial solution

kAA, p'y pYy PPy count parameters

L length of tabu list

LAH Linear approximation heuris-
tic

id maximum length of DTL

Ly, uy; flow’s lower and upper
bounds respectively for arc
(i)

M,N set of all demand and supply
nodes

m,n equals [M|x|N] and |M|+|N|

MAX, max maximum moves in TSA and
LAH for which an incumbent
has not been improved

NOM number of moves for which a
degenerate arc is retained in
the DTL

obj objective function value

S, 87, Sine current, new and incumbent
solutions

S; supply for node i in N

Xijs X5 flow of arc (i,j) now and in
the previous iteration respec-
tively

TS tabu search

TSA TS-based algorithm

z(x), z1(x), za(x), z;(x) objective functions

i, n arc from supply node i to de-

mand node j
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ABSTRACT

This paper describes a database application generator for the
WWW called GWB. GWB contains a compact language that adds con-
trol structures and database access constructs to HTML, a compiler
that translates HTML-like source templates into ODBC code and utili-
ties for authentication and session management. It is designed to ease
the expertise requirement needed for developing Web-based intranet
and internet database applications. This paper surveys the current ap-
proaches; describes the language and its support for authentication and
session management; and gives an internet application using GWB.
This paper also discusses future enhancement in terms of persistent
database connections and server-side client state persistency.

1. INTRODUCTION

The popularity of the World Wide Web (WWW)
[2] has resulted in a trend to open up organization
information, which has been accessible only inter-
nally, to the public. Increasingly more corporations
are utilizing the WWW to distribute corporate infor-
mation to external customers and to develop internal
IS applications. Many are even providing electronic
stores where product information can be requested
on demand and items can be electronically purchased.

Most of this information is stored in a Relational
Database Management System (RDBMS). Using the
Web to develop database applications involves writ-
ing HTML [23] as the front-end user interface and
Common Gateway Interface (CGI) [9] programs for
back-end database access.

The mechanism that a Web client accesses a
database is depicted in Fig. 1. Users click on an

*Correspondence addressee

anchor in an HTML page which represents a user in-
terface to databases. This action triggers the client
to send to web servers a GET or POST HTTP [24]
message specifying a CGI program to run with argu-
ments from user input. The web server executes the
gateway program which services SQL requests
embedded in input arguments by connecting to the
database server and sending the request for execu-
tion. The results are then passed back to clients along
the same route, from database servers, to gateways,
to web servers, and finally to clients. Other mecha-
nisms of accessing databases from the Web exist.
Please see section 2.2 below.

In the above CGI mechanism the database gate-
way program has to do several tasks: (1) it has to de-
code the parameters passed from a web server and
validate them; (2) it has to compose SQL statements
according to input values, including necessary bind-
ing of SQL parameters to host variables; (3) it has to
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Fig. 1. The architecture of the CGI.

perform database connection, sending requests, ex-
amining execution status, and retrieving result sets if
any; and finally (4) it has to formulate results back
into HTML, which includes HTML-escaping database
texts, numeric values, and blob data, before sending
them back to clients.

All of the above tasks are tedious and repetitive
when developing database programs the WWW. They
are low level and should be automated. There is a
clear need for database application generators to au-
tomate these tasks.

GWB is designed to automate these tasks. Fig.
2 depicts GWB architecture. GWB users write
HTML-like source programs. GWB first compiles the
source programs into ANSI C code. It then invokes a
C compiler to compile the generated code and link
with GWB and ODBC libraries to produce a database
access gateway program. A separate HTML form can
be authored using any WYSIWYG HTML editor to
invoke the gateway program.

II. CURRENT APPROACH SURVEY

Since Arthur Secret’s work on WWW access to
relational databases at CERN 'in 1992, there has been
a growing interest in this area. Individual research-
ers, database middleware vendors, and database ven-
dors all have their own tools to address this issue.
Richmond [16] and Rowe [18] maintain comprehen-
sive lists of Web/DBMS tools and products. For the
purpose of designing a database application genera-
tor we surveyed existing tools from two different per-
spectives: programming model and architecture.

1. Programming model
By programming model we mean the abstract

model of a language in which applications are
programmed. A language’s programming model

determines how naturally the intended Web database
processing and presentation can be expressed. The
language constructs and database access primitives
determine how general applications can be written.
We classified programming models of existing tools
as HTML-based, Perl-based. Script-based, and other-
programming-language-based.

HTML-based tools generally take HTML as a

"base language and add a few extended tags for appli-

cation processing logic. A source program, called a
template, is simply the intended HTML output with
control constructs and SQL statements embedded.
Special syntax is provided for variables that act as
place holders for parameters passed from Web serv-
ers. Variables can be printed as HTML texts, incor-
porated in SQL statements, or used in branching or
looping constructs. These tools also provide mecha-
nism to iterate through and HTML-escape retrieved
data before presenting them to clients.

This approach has the advantage of simplicity.
A WYSIWYG HTML editor can be used to write the
base HTML part of a template. Control structures
can then be added. The output presentation of an ap-
plication is thus clearly separated from its process-
ing. Typical tools in this category include Cold
Fusion [1], SWOOP [S5], WebDBC [19], and DB2
WWW[13]. GWB also belongs to this category.

Tools in this category vary in how new tags and
variables are introduced syntactically. They also dif-
fer in whether general operators and expressions are
provided. Limited expressions constrain the scope
of applications that can be written. Some tools do
not allow multiple SQL statements in one template.
Virtually none of these existing tools offer complete
data types and database access primitives such as
those provided by ODBC APL

The second category includes tools that use Perl
as their programming language. Perl-based tools are
among the first Web/RDBMS tools. Michael Peppler
in Switzerland and Kevin Stock in the UK have de-
veloped sybperl [20] and oraperl [15], which are perl
implementations of the C library routines for Sybase
and Oracle databases. Since Perl has complete con-
trol constructs. arbitrary complex Web applications
can be written using these libraries. As a result this
approach has been very popular in publishing data-
bases on the internet.

Although these tools provide all necessary

primitives for writing database applications they are

not specifically designed for Web/Database access.
The presentation of application output typically
disperses in Perl statements. Other tools, such as
Sybase’s web.sql [17] and WDB [10], removes this
drawback by providing another layer’s programming
paradigm on top of these Perl libraries..

The third category contains script-based tools
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that define their own specific script languages. These
tools generally assume particular access patterns and
presentation styles and optimize the script languages
accordingly. For example, Web/Genera [7] assumes
that most database access from the Web is to query
information from a complex database. It thus provides
a schema description language that states the infor-
mation to be displayed, including data types, column
and table name, etc. WDB is another example of a
script-based Web/Database tool that uses form defi-
nition files to describe which tables and fields should
be accessible through each query form. Writing ap-
plications using these tools involves writing script
statements to access databases and format results.

Since these tools assume access patterns and pre-
sentation styles, applications that do not follow these
patterns or styles would be awkward to implement.
These script languages generally do not have primi-
tive control constructs. This further limits the kind
of applications that can be programmed. None of
these tools provide database access primitives.

Other-programming-language-based tools use
Java, C++, etc. as their programming languages.
These tools share the same characteristics of Perl-
based tools: complete language constructs and data-
base access primitives. These tools, however, differ
from Perl-based tools in that they generally have a
visual development environment. They are mostly
designed to support large scale internet applications
and thus all provide mechanisms to maintain state or
perform load-balancing. See the following section
for tools in this category such as [4], [11], [22].

2. Architecture
By architecture we mean the execution

mechanism and environment of generated applica-
tions. The most popular architectures are CGI, server

API, special web server, and multi-tier architecture.

CGl is the simplest form of Web/Database ap-
plications. A CGI application is simply a program
that is forked and executed from a web server. It can
be written in any language and virtually every web
server supports CGI. There are two approaches to
using CGI architecture. In the first approach the
Web/Database tool is an interpreter which is run by
web servers as a CGI program. Applications, whose
paths are passed in URL query strings, are executed
by the interpreter. Template-based and Perl-based
tools, such as DB2 WWW and WebDBC, fall into this
category. In the second approach the Web/Database
tool compiles an application from a source format to
a CGI executable. GWB and Script-based tools fall
within this category.

The performance for CGI-based architecture is
generally not optimal because each time a CGI is re-
quested it has to be forked and executed by web serv-
ers. When there are many requests arriving at the
same time web servers will be overloaded with CGI
programs.

FastCGI from Open Market, Inc. {14] addresses
this problem by providing a network protocol library
which implements the CGI specification. Instead of
running an external process, web servers compiled
with this library communicate with a FastCGI pro-
gram using this network protocol for each client re-
quest. This solves the performance issue. The
scalability issue is also solved because FastCGI ap-
plications can run on multiple hosts which could be
different from the one running web servers.

Netscape [12] was the first to pioneer server API
architecture. The goal is the same as FastCGI: to
avoid running a separate process for each client re-
quest. However, server API architecture does not seek
to preserve the CGI mechanism between web servers
and application programs. Instead, application



340 Journal of the Chinese Institute of Engineers, Vol. 21, No. 3 (1998)

programs are compiled as loadable modules, such as
shared libraries and DLL’s, that are loaded by, and
linked with. web servers at run-time. The perfor-
mance is improved because each client request be-
comes an internal function call within web servers.
Web.sql falls within this category.

Although server API architecture improves ap-
plication performance most APIs are complex and dif-
ficult to use. Since application code is linked with
web servers, immature applications can corrupt serv-
ers. In addition, applications do not scale up well
since they must run with web servers on the same host.

Using a special web server is another way to in-
crease performance. Special web servers that can
complete application requests, in addition to servic-
ing HTML pages, are used in place of a regular web
server. When a request arrives, special web servers
determine if it is a request for an HTML page or for
an application. In case of the latter they would ex-
ecute the application as part of server functions with-
out running a separate process.

Special web server architecture shares the same
problems as server API based architecture: applica-
tions and web servers can interact in unpredictable
ways, and the applications do not scale up well. A
special web server approach is in general easier to
use than the complex server API's.

Multi-tier architecture has become an increas-
ingly important architecture recently. Multi-tier ar-
chitecture involves web servers and a number of
application servers and database servers working to-
gether in servicing requests. The application servers
and database servers run as daemon processes and
wait for requests from web servers. When a request
arrives web servers pass the request to an available
application server through a small CGI or server AP
The application server would run a Java class or in-
terpret a template or a script as specified by the re-
quest. For each database access embedded in the
request the application server asks an available data-
base server to access the desired data. The results

-are then processed by application servers before send-
ing the data back to the client. NetDynamics [11]
and dbKona/T3 [22] are representative of multi-tier
architecture.

Multi-tier architecture solves performance and
scalability problems simultaneously by employing
multiple application and database servers. In addi-
tion, transaction, session, and state management can
all be addressed in this architecture. Section five
discusses future work of GWB towards a multi-tier
architecture.

III. GWB DESIGN GOALS

An ideal Web/RDBMS tool should be easy to

use without requiring specific programming exper-

tise. It should be designed for both internet and

intranet applications. Ideally. it should also scale up
without sacrificing performance and ease-of-use.

Specifically the design goals of GWB are to fulfill

the following requirements.

1. Simplicity: Much of the tedious and low-level work
should be simplified. For example, a simple
mechanism should be provided to access input ar-
guments without having to worry about decoding.
Presenting results should be straightforward with-
out having to worry about HTML-escaping of data
and whether the piece-meal composition of HTML
texts would produce the desired layout.

2. Power: Not only should simple client/server ap-
plications be easy to develop but writing complex
applications should also be possible. It should be
easy to specify multiple complicated queries us-
ing user inputs or results from previous queries.
Basic constructs, such as branching, looping, and
assignment, should be provided for arbitrary pro-
cessing logics. It should be able to handle various
data types in heterogeneous databases. Despite
the stateless nature of HTTP, it should be able to
support client state management and authentica-
tion. It should also make presenting BLOB (Binary
Large Object) data easy.

3. Extendibility and easy to learn; The provided con-
structs should be uniform and easy to learn. It
should be easy to add new capabilities without con-
flicting existing features. The architecture should
also be scalable for high performance.

4. Flexibility: The generated application should be
able to work with any database, web server, and
web browser. It should also be easy to bridge to
legacy code.

As shown in Fig. 2, the major components of
GWB are the GWB language, its compiler, and sys-
tem function libraries. To free developers from de-
tails of presenting results in HTML texts, GWB
provides an HTML-based template language. It adds
only several extended tags to bring database access.,
processing logic, and procedure abstraction into tem-
plates. Four system predefined records are provided
to easily access program arguments in the templates.
GWB also provides a rich set of data types and op-
erators that, coupled with extended tags, makes
complicated database application possible. In addi-
tion, GWB introduces the virtual session mechanism
to maintain client state and perform one-time user
authentication.

Functions are essential to express abstract op-
erations. They add extendibility to a language with-
out complicating its syntax. GWB has a rich set of
functions to encapsulate high-level operations such
as data formatting and input validation. It also
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allows user-defined external functions, which are
called in the same way as system functions. GWB
generates CGI programs that access databases through
ODBC libraries, but can be extended to use a three-
tier architecture with separate application and data-
base servers without changing its semantics. Because
GWB generates ODBC codes and follows CGI stan-
dards, it works with any RDBMS, and any web server.

IV. THE GWB LANGUAGE

This section presents the main features of the
GWB language and gives an example template. De-
tailed syntax rules and more examples can be found
in [6]. Like most other scripting languages, the syn-
tax of GWB contains two main syntactic categories:
expressions and statements. Expressions reside in-
side statements and are constructed by applying
operators on literals, variables, and function calls.
Statements are the extended tags that GWB introduces
into HTML-based templates. Statements add control
and database access operations that are needed to turn
an HTML page into an application page. A GWB
template thus can be viewed as a base HTML file with
GWB statements intermixed.

1. Variables, functions, and expressions

Variables are used to hold user input and inter-
mediary values computed during program execution.
Syntactically, a GWB variable is a dollar sign lead-
ing identifier, e.g., $customer_id. Three system
record variables, $GWB_FORM, $GWB_URL,
$GWB_CGI, are provided to access the three sources
(HTML form, URL query string, and environment
variables) of parameters into a CGI program. Dotted
notation is used to qualify individual components in
a record, e.g., $SGWB_FORM.customer_id denotes an
input form field whose name is ‘customer_id’. An
unqualified name can represent a member of either
$GWB_FORM, $GWB_URL, $GWB_CGI, or a tem-
plate variable. GWB automatically searches
$GWB_FORM, $GWB_URL, $GWB_CGI, and user-
defined template variables, in that order, for an un-
qualified name. '

GWB is designed to be a compact language with
a rich set of system functions for various needs in
typical Web/Database applications. A function is a
dollar sign leading identifier immediately followed
by a left parenthesis, zero or more arguments, and a
closing parenthesis, e.g., $GWB_is_date_format
($datefield). Currently, the set of functions includes
various HTML formatting, input validation, type co-
ercion, string and list manipulation, session and au-
thentication, etc. GWB also allows user-defined
external C functions for hooking up legacy code and

Table 1. GWB primitive data types
NULL Error Boolean String

Integer Bigint

Numeric Float Date Time Timestamp Blob

for extending GWB’s capability.

In their simplest usage, GWB variables and
function calls can be printed to HTML output streams,
and incorporated in SQL statements. But GWB of-
fers operators and expressions. Expressions can be
composed from variables, literals, functions and four-
teen operators. Values of expressions are the sources
of processing logic provided by GWB extended tags.

2. Data types

Many template based Web/Database gateway
application generators ignore data types and treat all
values as character strings. In contrast, GWB provides
twelve primitive data types (Table 1) for database and
error values, and two compound types, list and record,
for basic data structure.

GWB is a dynamically typed language. A vari-
able can hold values of different types throughout its
lifetime. Since CGI provides only character string
passing between web servers and CGI programs,
GWRB determines the data type of a variable to be
NULL, Integer, Float, String, or List depending on if
the value is supplied, the format is appropriate, and
multiple values are supplied. For variables corre-
sponding to values from a database, GWB is able to
query the database for data types through ODBC APL
Most appropriate GWB data types would be assigned
for such variables. )

GWB has blob type for database BLOB data.
BLOB data generally contain images, audio, video,
or documents. GWB provides a special function,
$GWB_format_blob(var, mime), to automatically
save a blob variable’s data into a file on the server
and generate a proper tag with the SRC attribute in-
voking a blob handler program. This program is
passed with the saved file name and the MIME type
and is responsible for sending the BLOB data file to
clients and removing the data file after being used.

3. Database access statements

Two main statements of GWB are the SQL and
RESULTSET statements. The SQL statement brings
database connection into a template. It has attri-
butes to specify data source, login id, password, and
a query string to be executed. It also has a name,
which refers to a record that carries the query execu-
tion result. The SQL statement has the following
form:
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<GWB_SQL NAME="sql_name”™ SOURCE=*"Data Source™ ID
="id" PASSWD="passwd” QUERY="SQL query-string">

The following example selects from a ‘title’
table all rows whose ‘author’ column starts with the
prefix specified in variable $author. A record vari-
able, $search_book, would be produced that contains
members for query execution status, error, and results

<GWB_SQL NAME="earch_book™ SOURCE="INF_BOOK_
DB ID="guest” PASSWD="public”

QUERY="select * from title where author like
‘$author%""'>

The RESULTSET statement is used to iterate
through the result set of a query. The NAME attribute
specifies a corresponding GWB SQL statement whose
result set is to be iterated through. Since result sets
could be very large, attributes are provided to limit
the number of rows to retrieve. GWB has a nice

mechanism which automatically supplies HTML but- .

tons for scrolling through the result set. Three more
attributes are provided to specify the offset between
previous and next scroll screens, and the labels on
the buttons. The RESULTSET statement has the fol-
lowing form:

<GWB_RESULTSET NAME="sql_name" ITERATOR=id
MAX_COUNT=int_expr START_ROW-=int_expr OFFSET=
int_expr NEXT="labal-text" PREV="Ilabel-text">
{any-statement}*
</GWB_RESULTSET>

The following example tests if a SQL statement
‘search_book’ was executed successfully. It prints
out an error message with status code if the SQL was
not executed successfully. When successful, the ‘au-
thor’, ‘title’, and ‘year’ column values are printed us-
ing an iterator named ‘b’:

<GWB_IF ($search_book.status NEQ "OK")>
Database accessing failure : $search_book.status
<GWB_ELSE>
<GWB_RESULTSET NAME="search_book" ITERATOR
="b">
Author: $b.author Title: $b.title Publish: $b.year
<BR>
</GWB_RESULTSET>
</GWB_IF>

4. Miscellaneous statements

Branching and looping constructs are essential
in any programming language. GWB provides an IF
statement for conditional processing, a FOR statement
to iterate through all list elements, and a WHILE

statement for general looping. Procedures enable ab-
straction over a set of statements. The GWB proce-
dure declaration has the following form:

<GWB_PROCEDURE p_name ({id {,1d}*}){VAR id {.id}*}>
{any-statement}*
</GWB_PROCEDURE>

Parameters are surrounded by parentheses. The VAR
list declares variables local to the procedure. Once
declared, a procedure can be called as follows:

<GWB_CALL p_name({expr {, expr}*})>

Any GWB object, including lists and SQL records,
can be passed as actual parameters. When called, the
statements are evaluated sequentially. Any HTML
output generated by these statements are inserted to
the HTML stream of the context in which the proce-
dure is invoked.

There are other statements in GWB. <GWB_SET
var=expr> assigns the value of an expression to a vari-
able. <GWB_INCLUDE SRC=template_path> is for source
code inclusion. <GWB_OUTPUT SRC=html_path> is for
inserting an HTML file to output streams at run-time.
<GWB_EXEC COMMAND=host_command> is for executing
an external host command whose output is inserted
into the HTML output stream.

There are also debugging aids in GWB. The
function $GWB_print_record($record) prints the con-
tents of the records passed by the user through the
web server. The <GWB_SET_DEBUG> statement forces
any intermediary output generated by a program to
be flushed to the browser. In addition, a stub library
is provided so that developers can test out a GWB
template without actually doing ODBC connection
and executing the SQL statements.

5. COOKIE_HEADER and SET_COOKIE
statements

GWB supports client state persistency through
the Netscape extension to the HTTP Response Header
[6]. This header specifies, among other things, the
value and expiration date of a named item, called
cookie. After receiving a cookie, clients would keep
it and determine if the cookie should be sent in HTTP
headers based on whether a requested URL matches
the cookie’s attributes. Cookies can be set using the
SET_COOKIE statement:

<GWB_SET_COOKIE NAME="quoted_string” VALUE=expr
EXPIRES=timestamp_expr
DOMAIN=expr PATH=expr>

This statement results in immediate output of a
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Set-Cookie HTTP response header whose name is the
quoted string and the value of the expression. Since
response headers precede HTTP main message body,
GWB_SET_COOKIE can only appear in GWB_
COOKIE_HEADER blocks, which precede all other
statements in a GWB template. Within a template, a
system record, $GWB_COOKIE, is provided to ac-
cess all the cookies sent from the client.

6. Authentication and session management

Electronic commerce over the WWW and
intranet applications requires both strict authentica-
tion and session control. Traditional client-server ap-
plications are able to maintain states and manage
transactions because they constantly maintain a ses-
sion with the server. This is impossible, and certainly
not efficient, for web applications which use state-
less HTTP.

This problem can be addressed by virtual ses-
sion. A virtual session maintains session related
information, such as database connections, user privi-
leges, and client states on the servers without
passing this information in every http request. A vir-
tual session allows one-time authentication; all sub-
sequent requests would enjoy the same privileges
(e.g., id and password) when proved to originate from
the same session by verifying a returned session to-
ken. An important requirement in supporting virtual
session is to avoid session fraud where a session to-
ken is deprived of and being used to access sensible
data.

Session management is provided through three
system functions. $GWB_start_session(session_
name, id, minute) creates a session named ‘session_
name’ for user named ‘id’. The ‘minute’ argument
specifies after how many minutes this session should
expire when there is no further activities associated
with the session. After a session is created other tem-
plates can call $GWB_verify_session(session_name)
to verify a session before further processing. This
function is essentially a guard against subsequent pro-
cessing in a template. $GWB_end_session
(session_name) terminates a session.

A session token contains encrypted information
including client ip, id, and expiration date. When a
session is generated a session token is sent to the cli-
ent as a cookie and also recorded on the server in a
central session file. When accessing other templates
which contain a $GWB_verify_session, the client
would have to send the session token back to the
server, where the template would verify it against
client ip, expiration date, and the session file. A suc-
cessful verification would generate a new session to-
ken, which replaces the original one on both the
client and the server’s session file. This scheme

ensures maximum security for session data. -

User authentication is provided through two
basic authentication functions: $GWB_encrypt(data,
key) takes a data string and encrypts it with a key
using a DES algorithm; $GWB_authenticate (passwd_
file, id, encrypt_pd) opens ‘passwd_file’ and verifies
the encrypted password for ‘id’ is ‘encrypt_pd’.

The following code segment shows a template
which authenticates users based on the id and pass-
word passed from an HTML form. It starts a session
when the authentication is successful. Other pages
would verify the session before sending back further
page content.

... (authentication page starts a session)
<GWB_COOKIE_HEADER>
<GWB_IF (NOT $GWB_authenticate($passwd_file, $id,
$GWB_encrypt($passwd, $encrypt_key)))>
<GWB_SET proceed = “REJECT”>
<GWB_ELSE>
<GWB_SET proceed = “OK”>
<GWB_SET mysession = $GWB_start_session
(“mycgi_session”, id, 30)>
... the session start time recorded
</GWB_IF>
</GWB_COOKIE_HEADER>
<GWB_IF ($proceed EQ "REJECT)>
You have not entered the right id and password.
<GWB_ELSE>
... successfully authenticated
... generate the first screen
... session already generated
... (other pages verifying a session)
<GWB_COOKIE_HEADER>
<GWB_SET proceed = $GWB_verify_session(“mycgi_
session”)>
</GWB_COOKIE_HEADER>
<GWB_IF ($proceed EQ “NO_SESSION")>
Please go to login page to login before using this page.
<GWB_ELSEIF ($proceed EQ “INVALID_SESSION” OR $pro-
ceed EQ “INVALID_IP”)>
You don't have the right privilege to access this page.
<GWB_ELSEIF ($proceed EQ “EXPIRED_SESSION”)>
Please go to login page to login again.
<GWB_ELSE> .
... session OK. proceed with the rest of the page.

7. An example GWB template

This application is a typical internet data-
base access example. Here the partial name of an
electronic product is entered by users from an input
form. This template would retrieve matched items
from databases. Sounds and pictures of the items
would be automatically formulated as anchors and in-
line images. In case of error a technical person is
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automatically notified by running a host command to
call a beeper number. This example demonstrates that
it is very easy to access databases and present multi-
media information in GWB.

<html><head>
<title>Product Information</title>
</head><body>
<GWB_SQL NAME="sel” SOURCE="Items” ID="xxx"
PASSWD="yyy”
QUERY="select * from Items where name=
‘%$name%’ "> '
<GWB_IF ($sel.status NEQ “OK”)>
Sorry, database is inaccessible at this moment. Technical
persons have been notified. Please try again later. <BR>
<GWB_EXEC COMMAND="beep 9-456-7766">
<GWB_ELSE>
<GWB_RESULTSET NAME="sel” ITERATOR="i"
MAX_COUNT=1>
Product Name: $i.name<BR>
Price: $i.price<BR>
<GWB_IF ($i.pic NEQ GWB_undefined)>
Picture: $GWB_format_blob(3$i.pic, “im-
age/gif”)<BR>
</GWB_IF>
<GWB_IF ($i.music NEQ GWB_undefined)>
Music: $GWB_format_blob($i.music,
“audio/wav”)<BR>
</GWB_IF>
</GWB_RESULTSET>
</GWB_IF>
</body></html>

V. DISCUSSION AND FUTURE WORK

GWB is a simple yet powerful database appli-
cation generator for the World Wide Web. Its pro-
gramming model is HTML-based. The GWB
language adds data types, operators, expressions,
functions, and extended tags into HTML for applica-
tion processing logics and database access. Any num-
ber of SQL statements and arbitrarily complex
processing logics can be programmed within a tem-
plate. The procedure modularization, authentication,
and session management utilities make it suitable.for
large-scale intranet applications.

The architecture of GWB generated applications
is CGI. The advantage of using CGI is that it is com-
patible with any Web server. With CGI architecture,
extending the functionality can also be easily achieved
by adding more system functions and user-defined
external functions.

Currently GWB is being transformed into a
product by Trilogy Technology International, Inc.
[21]. The implementation on Microsoft Windows NT
and SunOS/Solaris have been completed. Ports to

other Unix platforms are under construction. Sev-

eral internet/intranet applications have been devel-

oped and deployed using GWB [8]. Throughout the
process, we have found the following features of

GWB very useful for constructing Web/RDBMS ap-

plications.

1. The same templates can be used to generate appli-
cations for both Windows NT and Unix platforms.

2. Legacy code can be integrated into GWB templates
by linking existing C code or executing a shell
command at run-time.

3. Navigation through a result set is supported with
previous and next buttons that the system gener-
ates automatically.

4. User-defined procedure support abstractions over
common behaviors and modularization of GWB
templates.

5. Automatically fetches, links, and cleans up data-
base BLOBs.

6. The rich set of data types and the associated for-
matting functions make the processing of number,
date, time, and timestamp data from the database
easy and flexible.

7. Built-in support of user authentication and client
state management.

GWB can still be improved in many ways. On
the programming side, an integrated development
environment is being planned. A langnage mecha-
nism for performing file 1/0 is highly desirable. The
major necessary improvements lie on the architecture
side. Basically, there are two concerns. The first is
about scalability--how to reduce the overhead of fork-
ing CGI programs and enhance database access per-
formance? The second relates to inconvenience and
overhead of passing client state as HTTP cookies.

To address the scalability issue the next genera-
tion of GWB could adopt a three-tier architecture,
such as in Fig. 3, to distribute the requesting load.
One possible approach would configure GWB appli-
cation servers as server-side Java applications. The
GWB template source could be compiled into Java
classes, which are dynamically loaded and run by
application servers.

In addition, the protocol between application and
database servers should be redesigned to facilitate
caching database connections and cursor states within
database servers. Current implementation of GWB
terminates database connections and closes all open
SQL statements when a CGI exits. When navigating
through a large result set through windows (e.g.,
using GWB_RESULTSET statement) in multiple
invocation of a CGI, the same SELECT statement has
to be re-executed again in each CGI invocation. In
addition, transactions cannot cross multiple CGI’s,
again, due to the lack of persistent database connec-
tions.
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Fig. 3. GWB Three-tier Architecture.

Our approach is to design a persistent data server
which executes SQL statements on behalf of CGI’s.
Since the data server is persistent, both database
connections and open SQL statements can stay open
after a CGI exits. It is thus possible to provide cross-
CGI transactions and cursor state preservation. This
scheme also opens the possibility of all CGI’s shar-
ing database connections. It has the advantage of fur-
ther enhancing database access performance since
connection set up is time-consuming.

Currently session management is provided byb

GWB utility functions. It is limited in that session
data have to be passed between client and server. A
session manager is being added to the next genera-
tion of GWB. It would perform the job of generating
session tokens and keeping arbitrary client data on
the server. Since the data stays on the server it can
be of any data type and size. Server-side client state
persistence is thus more flexible than passing the cli-
ent state as HTTP cookies.
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APPENDIX A. GWB EXTENSION TAGS

<GWB_COKIE_HEADER> </GWB_COKIE_

HEADER>

<GWB_PROCEDURE> </GWB_PROCEDURE>

<GWB_CALL>

<GWB_SET>

<GWB_SET_COOKIE>

<GWB_IF> <GWB_ELSEIF> <GWB_ELSE> </
GWB_IF>

<GWB_FOR> </GWB_FOR>

<GWB_WHILE> </GWB_WHILE>

<GWB_SQL>

<GWB_RESULTSET>

<GWB_EXEC>

<GWB_OUTPUT>

<GWB_INCLUDE>

<GWB_SET_DEBUG>

Discussions of this paper may appear in the discus-
sion section of a future issue. All discussions should
be submitted to the Editor-in-Chief.
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ABSTRACT

In this paper, the method of modal analysis is presented to study
the random vibration of multi-span Mindlin plates due to a load mov-
ing at a constant velocity. The moving load is considered to be a sta-
tionary process with a constant mean value and a variance. Four types
of variances are considered in this study: white noise, exponential,
exponential cosine, and cosine. The effect of both velocity and statis-
tical characteristics of the load, and the effect of the span number of
the multi-span plate on the mean value, variance of deflection and mo-
ment of the structure are investigated. The results of the multi-span
Mindlin plate are compared with those of a multi-span classical plate.
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I. INTRODUCTION

Plate vibration has been studied for more than a
century [8]. In studying the problem of load moving
on a plate, both magnitude and velocity of the load
are generally considered to be constants [1, 10]. In
real situations, both magnitude and velocity of a mov-
ing load, such as traffic loads on a road, wind loads
to a tall building, turbulence to wings, etc., cannot be
described deterministically. The vibration of struc-
tures due to these kinds of load is unpredictable. Even
worse, they may cause a disaster.

The random vibration of simple structures due
to a distributed stationary excitation has been stud-
ied for more than thirty years [3, 4]. In recent years,
progress in technology makes the weight and veloc-
ity of vehicles more complex than ever before. The
characteristics of moving loads can only be estimated
by a stochastic process. The problem of random vi-
bration induced by loads moving on structures is dif-
ferent from the previous cases. Many studies about

*Correspondence addressee

random vibration of a simple beam due to moving
loads have been reported [5-7, 11, 12]. Relative to
beams, plates are also widely used in construction,
e.g., decks of a bridge. Plate structures are usually
built of many similar units to reduce cost and
simplify the process of construction. The maximum
deflection and the maximum moment of a multi-span
plate induced by a moving load are always greater
than those of a plate induced by the same static load
[13]. Furthermore, there is a critical velocity at which
the multi-span plate deforms significantly. However,
the influence on responses of a multi-span plate by
random loads traveling on the structure has never been
investigated. The responses of a multi-span plate de-
pend on the velocity, time, mean value and variance
of random loads. The random vibration of a multi-
span plate due to moving loads will induce fatigue in
the structure. Therefore, the random vibration of a
multi-span plate due to moving loads is an important
problem in structural dynamics.

Classical plate theory leads to erroneous results
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for both a large ratio of thickness to length (or width)
and high modes. The Mindlin plate theory [9] is,
therefore, considered in this paper to study the vibra-
tion of a multi-span plate due to a random load
moving on the structure. The multi-span plate is con-
sidered to be homogeneous and isotropic with
Young’s modulus E, shear modulus G, cross-sectional
area A, density p, second moment of area 7 and shear
coefficient x. Furthermore, each span has equal width
b, thickness & and length a. To obtain the basic
phenomena of responses of the multi-span plate, the
random load is traveling at a constant velocity. The
random load has a constant mean value and a devia-
tion. Four types of variances of the deviation are con-
sidered. They are white noise process, exponential
process, exponential cosine process and cosine pro-
cess. In addition, the effect of both velocity and vari-
ance type of the load, and the effect of span number
of the multi-span plate on both the mean value and
the variance of response are investigated. Results
obtained for the multi-span Mindlin plate are com-
pared with those of a multi-span classical plate.

II. GOVERNING EQUATIONS

A Mindlin plate on periodically simple supports
is depicted in Fig. 1. The responses W, ¥, 28
my,my, Myy, g% and g5 o_ftﬁe_multl span plate
due to the distributed load P(x,y,t) can be ex-
pressed in te terms of the superposition of mode shape
functions W ()] ‘P @) \I’ @ M rvalll M_(U) M—— u)

_X(V) and Qw(]) respectlvely, as the forms

(W05 (.5, 1)
=2 ZanWITOTOE), (1a)
15 7y, Myy) (X, 1)

=Z ZAMOMMO M DEY), (b
@537 (x.y.1)

=X 24,00:"0;NG. ), (10)

in which the ijth modal amplitude A is obtained by

solving the equation [13]
dZAij 2 >y ’
— a),-inj=gij(t)- (2)
dt

In Eq. (2) ®; is the ijth modal frequency and the cor-
responding exc1tat10n g,](t ) is

— na b .
g,-,-(t)=f0 fo Px,y. WO, 5)dxdvis;, (3)

e, #n

Fig. 2. A random load moves on a multi-span Mindlin plate.

where the ijth modal mass §j; is

na b 2 2 2 2 2
- hoG—=G)Y b=, w50~
sij_f J eh(ﬁ‘*’x J +ﬁ\¥y 7y wYNYdxdy.
0 Jo
4)

The initial conditions of the plate are set at zeros.
The response history of the ijth modal amplitude
Ay(t)is

D= uy T F-T)aT, (5)

in which the impulse response uij(7) is

— |sin@;tyo; 0<t)

“i(1)=1 (1<0). ©®

III. MOTION OF A RANDOM LOAD ON THE
PLATE

A load, which is uniformly distributed along the
'y -axis, moving on the plate at the constant velocity
v in the direction of the x -axis is depicted in Fig.
2. The expression of the load is

P(x,y, t)=F(UFW(x-v1), (7)

where U(y) is the unit step function. The magnitude
F (t) of the load is considered to be a random pro-
cess with a mean value <F(t )> and a centered ran-
dom value f(t) The covarianc between f(t ) and
f(tz) is denoted as Cf(tl, 2) i.e.,
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7, 1)=(F(1) 7(®). ®)

The notation ( ) is the mean value operator. The re-
spective histories of the ijth modal excitation gu(t )
and its corresponding mean value gU(t) and the

covariance Cg'_jgu(tl, 2) between g (1)) and gk,(tz)

are
1)0<t, t,, t,Snalv
= 7w wTT T
gij(t)=F(t)j0 W5 (v t,y)dylsy, (9a)
(ssO)=(FO)[ WOGTTdavs, o
Ug“( 1)

R L e NP L 1 brerulioey
=cr o ORIy [ WIGEY)
cdylsysy (9¢)
2) nalv <t , t, (or t,)
g(1=0, (g,()=0, Cp (1, 7)=0. (10a,b,c)
The mean value histories of the ijth modal amplitude

Ay, transverse deflection W , and moment m+ , re-
spectively, are

<A ,~,-(7)> = f:’ uij(T-?)(g U(7)> a7

I WOE T (a0,

i=lj=

(W(x.7.1)= (11a, b)

(e y )= E EMEIE T (a,0). ale)

The covariance CA]A (1, 2) between Au(tl) and
k/(tz) is

Can “(71’ 1= L., f_w u 0(71_71)“ k1(72_72)cg 2l T T

<dTdT,. (12)

1

tween w(x,,y,, f,) and W(_z’)’r 1y is
CoF T T Tp tnly)

i )
=L L X2 WIETIWIERTC T

(13a)

The moment covariance C,,,_(_I,xly,,yz, »1,) be-
tween m—(x,y,,t 1) and m+ (_2,)72’ 1y is

Caz(X X0 Y1 Yot 1))

=L I 2 3G M 0 T (1 1)

lk=11=1
(13b)

Since f(—t—) is a stationary process, i.e.,
CH(1,1)=CLt 1y, (14)

the covariance C, (tl, t2) and the covariance
Af,, (tl, 2) respectlvely, are

Cg,;gu( t,t)

_ = (b —,. . b _ —
~csa-nf WOTT T [ WLy

*dysysi), 0<t,, t,<na/v, (15a)
or
Cypu(Tn1)=0, na/V <1, 1y, (15b)
Capn k,(7v72)
- .[: f_: u '7(;1_7‘)“ kl(?Z_-fZ)nggk,(Tl’_fz)
«dTdT,. ' (16)

Furthermore, the variances of deflection W and mo-
ment 1, of the plate are denoted, respectively, as

o5 (x y t)andO' _(x y t), which are

o‘—(xyt)C(xxyytt)

=X X X I WOEHWOE I,

i=lj=tk=11=1
(17a)

O X(x,y,1)=Cxm _(x,x,y,5,1,1)

=L I T BM UG TME I 000)-
(17b)

The following four types of covariances are consid-
ered (see Figs. 3(a)~3(d)) in the study:
(1) white noise

C7(7)=05"0(T) (18a)
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Fig. 3. Four types of variances of the load: (a) white noise, (b)
cosine, (c) exponential and (d) exponential cosine

-(2) cosine wave

C+(T)=0,%cos (@, T) (18b)
(3) exponential

CHT)=0p% %7 (18¢)
(4) exponential cosine

CHT)=0y%e % T cos (@, T) (18d)

IV. ILLUSTRATIVE EXAMPLES AND
DISCUSSION

To illustrate the numerical results in this study,
the non-dimensional variables are introduced as

x=X la,y=y la, w=w /h,

(Vo ¥,)=(¥5 a, W= b)Ih, A=alb, t=(DIpha*)"1

(9:.9,)= (77 a,q= b)/KGh?, r=hla,

(mymymy)=(m3 a*, m3 b, my~ ab)/Dh,
F(x,y,t)= F (x,y,1)a*/Dh, o=(D/pha*y"* @ ,
(F . 0,)=(Fo.00)LYEIn, and ay=7 (p/E)"?

in which oy is the velocity ratio. Moreover, the data
p=0.3, k=085 [2], A=1, r=0.1 and { F (1)) =1 are
taken for the purpose of numerical analysis. The
responses along the line y=0.5 of the plate are inves-
tigated as well. It is known that the mode shape func-
tions of i (or k)=1~10 and j (or [)=1~20 of the plate
are sufficient to be employed in the method of modal
analysis in the numerical computation [13]. The ve-
locity range considered in this section is 0<0,<0.28.
The following parameters are defined to illustrate the

10 < My >mox

0 7 14 21 28
(b) 100 Oty
5-Spans
.......... 3-Spans
______ 1-Span

Fig. 4. Span number effect on (a) the <w)max-aM distribution and
(b) the (m,,)max—aM distribution of a multi-span Mindlin
plate.

numerical results: maximum <w> during the motion
of the load, <w>max; maximum <mx> during the mo-
tion of the load, <mx> max; position of <w> max during
the motion of the load, X_y.; position of <mx> max dur-
ing the motion of the load, X, .; maximum variance
of w during the motion of the load, 02 ,,,.; maximum
variance of m, during the motion of the load, O.zn‘.max;
position of 02, ., during the motion of the load, (Xy),;
position of 07, .., during the motion of the load,
(Xm, 3 velocity ratio at which <w> max &ppears, oc;
velocity ratio at which o, ., appears, og;

1. Mean value

The effects of span number on the <w> max— O
distribution and the <mx>,,,ax—aM distribution of a
multi-span Mindlin plate are shown in Figs. 4(a) and
4(b), respectively. The higher span number implies
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Fig. 5. (a) The X(W)—aM distribution and (b) the X(,,,X)—aM distri-
bution of a three-span Mindlin plate.

a heavier plate. The load can be regarded as a quasi-
static load within the low velocity range 0<ay<0.1.
Therefore, as the span number increases, both <w> max
and <mx> max Of the multi-span Mindlin plate decrease.
The effect of a bending wave on the vibration of
plate is more apparent for a higher span number
and a higher velocity. As a result, both figures
illustrate that o, and both absolute <w> max and
(mx> max increase as the span number increases. Fur-
thermore, ¢, is more apparent for the higher span
number.

The X ,,\—0yy distribution and the X ,, y—0 dis-
tribution of a three-span Mindlin plate are displayed
in Figs. 5(a) and 5(b), respectively. No reaction mo-
ment occurs along either the first simply supported
edge (x=0) or the fourth simply supported edge (x=3).
Therefore, <w>p.x always appears near the mid-
point of either the first span or the third span. Within
a low velocity range 0<0,<0.07, <mx> max OCCUTS
during the load moving on the plate. Therefore,
<mx> max appears approximately near the mid-point
of either the first span or the third span within
the velocity range. For a load moving at a
supercritical velocity, <mx> max Will appear after the
load has left the plate. Therefore, <mx> max OCCUTS

2.4
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~ \
g 1.2}
~F ‘l
Nb !
© 06}
0'00 7 14 21 28
(a) 1000y
5~Spans
------- 1-Span
10.0 v
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i
~N O 7.5 r lI
b 1
IRIE
g 5.0t ‘\‘
~E \‘\_
® 25t Y
o'OO 7 14 21 28
(b) 100 Oy
5-Spans
------- 1-Span

Fig. 6. Span number effect on (a) the Oy, max—0u distribution and
(b) the O, max—0yf distribution of a multi-span Mindlin
plate due to a white noise process. :

within the third span for a load traveling at a
supercritical velocity.

2. White noise

The frequency range of the power spectrum of
the white noise process extends from negative infin-
ity to positive infinity. Therefore, all modal responses
of the Mindlin plate are induced by the white noise
process. The slow moving load results in a long du-
ration of forced vibration of the plate. Therefore, the
plate will be in the steady state of vibration as the
duration of forced vibration goes to infinite, i.e., the
velocity of the load approaches zero. Under this
circumstance, the plate will be in resonance. There-
fore, both 02 .., and 0% . Will be infinite as oy
approaches zero. Moreover, both 02, max and o?,,x‘max
rapidly decrease as oy, increases. The higher span
number causes the plate to have a longer duration
of forced vibration. Therefore, in Fig. 6(a) it is
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Fig. 7. Effects of two different plate theories on (a) the Oy, max—
oy distribution and (b) the O, max—Cy distribution of a
three-span plate due to a white noise process.

shown that the larger span number implies a
larger 0% ... However, a higher span number
means a higher number of simply supported edges.
Therefore, a higher span number causes a smaller
O’,znrmax due to the heavier mass of the plate and the
higher number of reaction moment, as indicated in
Fig. 6(b).

The effects of two different plate theories on
the OF nax—0y distribution and the 0% p—0y
distribution of a three-span plate are shown in Figs.
7(a) and 7(b), respectively. The effect of shear de-
formation causes the 02 .. of the Mindlin plate to
be larger than that of the classical plate. However,
due to the effect of rotatory inertia, O’f,,x'max of the
Mindlin plate is smaller than that of the classical plate.
Fig. 8(a) shows that (X,)w of the Mindlin plate is al-
ways near the mid-point of either the first span or the
third span. However, Fig. 8(b) shows that (Xom, is
near the left side of one simply supported edge.

3.0
L w oo N g '
20
Ed
~~
[
>
S’
1.0}
0 w¢~
O'OO 7 14 21 28
(a) 100 Oy
3.0
« 20 pme v - c—
3
~~
-]
>
s
1.0 foew o= - —
0.0 o] 7 14 21 28
(b) 100 Xy

Fig. 8. (a) The (Xg),—0ay distribution and (b) the (X,,),,,X—txM dis-
tribution of a three-span Mindlin plate due to a white noise
process.

3. Exponential

The effects of three w, (=0.01 v, 0.3 v) values
of an exponential process on the 0% . —oy, distribu-
tion and the O',an_max—aM distribution of a three-span
Mindlin plate are displayed in Figs. 9(a) and 9(b) ,
respectively. Both figures show that the parameter
@, of the process has an obvious effect on reducing
both 0% ;. and 0%, 1, of the plate, especially as the
velocity ratio is near Q.

4. Exponential cosine

The effects of two kinds of exponential cosine
processes (W,=0, 0y=0.5 @,1; ©,=0.3 v, 0y=0.5 wyy)
on the 0% ., —0yy distribution and the 0% ...~ dis-
tribution of a three-span Mindlin plate are displayed
in Figs. 10(a) and 10(b), respectively. It can-be seen
that the parameter @, has an apparent effect on re-
ducing both absolute O, n,x and 03 ... The g
presented in Fig. 10(a) is smaller than that of Fig.
9(b). This finding suggests that the @, is determined
only by the parameter @j.
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Fig. 9. Comparisons of three different w, effects of an exponen-
tial process on (a) the G max—0 distribution and (b) the
O, max— O distribution of a three-span Mindlin plate.

5. Cosine

The effects of two @y (= 0;1,0.5 @) values of
the cosine process on the 0% . — ay distribution
and the O',anmax—aM distribution of a three-span
Mindlin plate are displayed in Figs. 11(a) and 11(b),
respectively. The plate is subjected to a quasi-steady
state loading as the velocity of the load approaches
zero. Both 0%, and 0% .., will, consequently, be
infinite due to the plate in resonance as Wy=w;

and oy=0. However, both 02 . and 02 .. will be
. m.ma

finite for any oy value expect for the case of
@Woy=0;;. A rapidly moving load implies a short
duration of the forced vibration of the plate. The
value of cosine function does not abruptly change
as the loading time is short. Therefore, 0% . ap-
proaches a constant value for the load moving at a
supercritical speed. Moreover, the greater wy (Sw,;)

0.8
Nbo 0.6
~x
£ 0.4
~F
b
"
© 0.2
Q.OO * 7 14 " 21 28
(a) 1000y
wg=0.0 wp=0.5w;
---------- wg=0.3V wp=0.5w1,
2.0
NO
[«
~
3
£
~E
[}
o

004 7 14 21 28

(b) 100Xy
wg=0.0 wo=0.5wy,
------- wg=0.3V we=0.5w,

Fig. 10. Comparisons of two different w, effects of an exponen-
tial cosine process (wp=0.5 ®;;) on (a) the O, max—0Oy
distribution and (b) the 0, , max—0y distribution of a three-
span Mindlin plate.

value of the process requires a longer duration of
load moving on the plate to cause the extreme values
of both 0% ;. and 0% n.,. The above phenomena
indicate that the greater @, (S®;,) implies smaller
O

The effects of the span number on the 02 . —
oy distribution and the O'?,,rmax—aM distribution of
a multi-span Mindlin plate due to a moving load
with a variance of cosine process (wg=0.5 @;;)
are displayed in Figs. 12(a) and 12(b), respectively.
The frequency (wy=0.5 ;) is smaller than all
modal frequencies of the plate. Therefore, this
cosine process can be regarded as a constant
variance process. Consequently, both tendencies of
the O pax —0lpr (O OF may—0ipp) distribution and the
<w> max—Cpm (OT <mx> max—Cy) distribution are very
similar.

The effects of two different plate theories on the
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Fig. 11. Comparisons of two different @ effects of a cosine pro-
cess on (a) the O, max—0 distribution and (b) the O,
max—0y distribution of a three-span Mindlin plate.

0% max —Qy distribution and the 07, . —0yy distribu-
tion of a three-span plate due to a moving load with a
variance of cosine process (wy=0.5 @y,) are shown in
Figs. 13(a) and 13(b), respectively. The first modal
frequency of the Mindlin plate is smaller than that of
the classical plate. The frequency @y is closer to the
first modal frequency of the Mindlin plate than that
of the classical plate. Accordingly, both 02, ax
and O’,’;,Pmax of the Mindlin plate due to the load mov-
ing at a low speed are greater than those of the clas-
sical plate. However, the Mindlin plate has a low 0.
The periodicity of the variance of load causes both
(Xo)w—0us and (X,),, ~0ty distributions of the plate to
be different from those of a white noise process
and of the mean values. The (Xs)w — 0y, distribution
of the three-span Mindlin plate displayed in Fig. 14(a)
indicates that 0% ,,,, always appears in close proxim-
ity to the mid-point of each span. However,
O‘%x‘,max may occur at the mid-point of each span or

wmax/ 05

10%0

2 2
m, s max/ O,

100

Fig. 12. Span number effect on (a) the ©,, pmax—0ty distribution and
(b) the Gy, max—0m distribution of a multi-span Mindlin
plate due to a cosine process (@p=0.5 o).

on the left side of either the second supported
edge or the third supported edge, as indicated in Fig.
14(b).

V. CONCLUSIONS

The maximum mean value of transverse deflec-
tion of a multi-span Mindlin plate due to a random
load moving at a constant velocity always appears in
close proximity to the mid-point of either the first
span or the last span. For the white noise process,
both the maximum variance of transverse deflection
during the motion of the load and the maximum vari-
ance of the moment of the plate during the motion of
the load decrease as the velocity increases. The
maximum variance of transverse deflection due to the
white noise process always appears near the mid-point
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Fig. 13. Effects of two different plate theories on (a) the G, poy—
oy distribution and (b) the G, max—0y distribution of a
three-span plate due to a cosine process (@;=0.5 @y ().

of the first span or the last span of the plate. A rap-
idly moving load with the variance of a cosine
function will not induce significant variances of
defiection and moment of the plate.
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NOMENCLATURE
a. b, h length. width and thickness of a
one-span plate
D.E G bending rigidity, Young's modulus
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Fig. 14. (a) The (Xg),~0y, distribution and (b) the (Xg), —0tn dis-
tribution of a three-span Mindlin plate due to a cosine
process (wy=0.5 ;).

My, M, M,

and shear modulus of the plate
moments of the plate

G+ 9~ transverse shear forces of the plate

r ' ratio of thickness to one span

_ length

t- time

v velocity

W transverse deflection of the plate

X,y in-plane coordinates of the plate

oy velocity ratio '

K shear coefficient

A ratio of one span length to width
of the plate

U Poisson’s ratio of the plate

@y the ijth modal frequency of the
plate

Ve, U+ rotatory angles of the cross section

of the plate
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ABSTRACT

In order to investigate the elastic modulus of aggregate and the
effect of fine aggregate content on the elastic modulus of concrete,
cylindrical specimens (¢100x200 mm) with different volume ratios (S/
A, fine aggregate volume/ total aggregate volume) and various water/
cement ratios were cast and tested. Both single-inclusion and double-
inclusion models were applied to predict the elastic moduli of two-
phase and three-phase cement-based composite materials, respectively.
The elastic moduli of sand and coarse aggregate were derived from the
experimental results using the theoretical models. In addition, the elas-
tic modulus of concrete is not significantly influenced by the S/A ratio

for a constant aggregate volume.

I. INTRODUCTION

A tomposite material can be defined as a
combination of at least two different materials. Usu-
ally the properties of a multiphase composite are
different from the properties of the original com-
ponents. It is appropriate to consider concrete as
a cement-based composite which consists of ag-
gregate embedded in a matrix of hydrated cement
paste.

Concrete researchers have investigated the re-
lationship between the elastic modulus and aggregate
volume fraction. Stock ef al. [15] investigated the
effect of aggregate volume upon elastic modulus of
concrete and theoretical predictions were compared
with experimental data based upon the mixture laws.

*Correspondence addressee

Zhou et. al [19] applied the composite model to study
the effect of coarse aggregate properties upon the elas-
tic modulus of high performance concrete. By con-
sidering concrete as a two-phase material, Aitcin and
Mehta [1], and Baalbaki et al. [3] demonstrated that
the elastic modulus of concrete is influenced by the
elastic properties and volume fraction of aggregates.
Hirsch [9] derived an equation to express the elastic
modulus of concrete by employing an empirical con-
stant, and also reported the experimental results of
elastic moduli of concretes with different aggregates.
For high performance concrete, segregation may be
reduced by increasing the fine aggregate content and
adding superplasticizer [10].

The overall mechanical behavior of composite
materials has been extensively studied. The elastic
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moduli of the concrete composite materials are
controlled by the properties and volume fraction of
the matrix and inclusion. In previous studies, Voigt's
[16] approximation yielded the upper bound and
the Reuss’s [14] approximation obtained the lower
bound of the average elastic moduli. Hashin and
Shtrikman [8] proposed the variational principle to
find bounds of the elastic moduli of composite
materials which appeared better than the Voigt
and Reuss bounds. Hansen [7] developed a math-
ematical model to predict the elastic moduli of com-
posite materials based on the elastic modulus and
volume fraction of the component. Mori and
Tanaka [11] applied the concept of average field
to analyze macroscopic properties of composite ma-
terials. The average field in a body contains inclu-
sions with eigenstrain. Later, the shape effect of
dispersoids was introduced in Eshelby’s [5] method
to assess the properties of composite materials.
Recent developments of evaluating overall elastic
modulus and overall elastic-plastic behavior was re-
viewed by Mura {12], Nemat-Nasser and Hori
[13]. Yang and Huang proposed a single-inclusion
model [17] as well as a double-inclusion model [18]
for approximating elastic modulus of concrete by em-
ploying both Mori-Tanaka Theory and Eshelby’s
Method.

The published literature contains little informa-
tion on the influence of fine aggregate content on
the elastic modulus of concrete. In this study, the
elastic moduli of cement paste, mortar and con-
crete (concrete without fine aggregate was included)
were obtained in the laboratory. By considering ce-
ment paste as the matrix, the single-inclusion model
[17] was used to evaluate the equivalent elastic
moduli of fine aggregate and coarse aggregate. In
addition, the double-inclusion model [18] was used
to predict the elastic modulus of concrete by consid-
ering it as a three phase composite.

II. EXPERIMENTAL PROGRAM

In this study, single-inclusion cement-based
material was considered a two-phase composite ma-
terial in which sand particles or coarse aggregate were
embedded in the matrix. Concrete was a three-phase
composite material, i.e. besides the matrix (cement
paste), fine aggregate and coarse aggregate were the
two inclusions.

1. Cement paste (matrix)

Cement paste specimens were made of type I
cement, silica fume, type F superplasticizer, and
water. Three different water/cement ratios (w/c=0.26,
0.30. and 0.34) were selected and the mix design is

Table 1. Mix Proportions of Cement Paste (kg/m*)

Materials w/c=0.26 w/c=0.3 w/c=0.34
water 392 436 473
Cement 1527 1428 1341
Silica fume (SF) 153 143 134
Superplasticizer (SP) 44 36 28

given in Table 1. Cylindrical specimens (¢100x200
mm) were cast and cured in water until the time of
testing. At the age of 28 days, the elastic moduli of
the specimens were measured according to the speci-
fications of ASTM C-469-81. All cylinders were
ground and polished before testing to achieve a
smooth end surface. A testing machine of 100 kN-
load capacity was used.

2. Single-inclusion cement-based materials
(two-phase composite)

In this study, two types of single-inclusion
cement-based materials were used. One was cement
paste with sand and the other was cement paste with
crushed stone. The mix design is given in Table 2.
Notation for the specimens is such that the first letter
indicates two different aggregates S and R, and the
second letter A, B, or C indicates three different wa-
ter/cement ratios 0.26, 0.30, and 0.34, respectively.
The aggregate volume ratio (aggregate volume/con-
crete volume, A/C) of 58% was selected. The cylin-
drical specimens (¢100x200 mm) were cast and cured
for each batch of single-inclusion cement-based ma-
terials. At the age of 28 days, the elastic moduli of
the specimens were measured according to the speci-
fication of ASTM C-469-81.

3. Concrete (three-phase composite)

Concrete was made of Type I cement, silica
fume, superplasticizer, water, natural sand and
crushed stone. Three water/cement ratios (w/c=0.26,
0.30, and 0.34) and five different volume ratios of
fine aggregate (volume ratio of fine aggregate/ total
aggregate, S/A=0.3, 0.4, 0.5, 0.6, and 0.7) were con-
sidered in the mix proportions. The concrete mix
design is given in Table 3. Notation for the speci-
mens is such that the first letter A, B, or C indicates
three different water/cement ratios 0.26, 0.30, and
0.34, respectively. The second number is the vol-
ume ratio of the coarse aggregate. Mortar and con-
crete cylinders (¢100x200 mm) were cast and cured.
At the age of 28 days. the elastic moduli and com-
pressive strength of the specimens were measured
according to ASTM C 469-81 and ASTM C 39-81,
respectively.
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Table 2. Mix Proportions of Single Inclusion Cement Based Materials (kg/m®)

Mix No. Water Cement SF SP Fine Coarse
Aggregate Aggregate

SA 161.3 627.8 62.8 18.2 1516.1 0

SB 179.1 587.1 58.7 14.7 1516.1 0

SC 194.7 551.4 55.1 11.6 1516.1 0
RA 161.3 627.8 62.8 18.2 0 1537.0
RB 179.1 587.1 58.7 14.7 0 1537.0
‘RC 194.7 551.4 55.1 11.6 0 1537.0

Table 3. Mix Proportions of Concrete (kg/m®)
Mix No. Water Cement SF SP Coarse Fine
Aggregate Aggregate

A3 1075.9 454.8
A4 161.3 627.8 62.8 18.2 9222 606.4
A5 768.5 758.1
A6 614.8 909.7
A7 461.1 1061.3
B3 1075.9 454.8
B4 179.1 587.1 58.7 14.7 922.2 606.4
B5 768.5 758.1
B6 614.8 909.7
B7 461.1 1061.3
C3 1075.9 454.8
Cc4 194.7 551.4 55.1 11.6 922.2 606.4
C5 768.5 758.1
C6 614.8 909.7
C7 461.1 1061.3

II1. THEORETICAL BACKGROUND

In this study, mortar and single-inclusion ce-
ment-based materials were considered a two-phase
(cement paste and fine aggregate or coarse aggregate)
composite material and concrete was considered a
three-phase (cement paste, fine aggregate, and coarse
aggregate) composite material. The inclusions were
randomly embedded in an infinite matrix. Calcula-
tions were divided into two stages. In the first stage,
the equivalent elastic modulus of the fine aggregate
was calculated by the single-inclusion model for a
two-phase composite. Secondly, the double-inclusion
model for a three-phase composite was used to cal-
culate the elastic modulus of coarse aggregate.

1. Single-inclusion model

The theoretical model is based on Mori-Tanaka
Theory and Eshelby’s Method in which the stress dis-
turbance in the applied compressive stress, due to
inhomogeneities, can be simulated by the eigenstress

caused by the fictitious misfit strain. The fictitious
misfit strain (eigenstrain), was introduced to simu-
late the inhomogeneity effect. This model can pro-
vide an evaluation of average elastic relationships of
cement-based materials with spherical inhomo-
geneities. The overall average elastic moduli of ce-
ment-based material C were given by [17]

C={CT"+fi1-HC -CS -fC-CH+CY T
«(c-cch, (1)

where C and C* are the elastic moduli tensor of ma-
trix and aggregate, respectively. fis the volume
ratio of inclusion, and § is the Eshelby tensor. The
Eshelby tensor is a function of the geometry of the
inclusion and Poisson’s ratio of the matrix (see Ap-
pendix A).

2. Double-inclusion method

The double-inclusion method was applied to
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calculate the equivalent elastic modulus of coarse
aggregate. The overall elastic moduli of concrete
composite materials were investigated in this study
by employing the theory of micromechanics. The
inclusions were divided into two groups: fine aggre-
gate and coarse aggregate. The overall elastic moduli
of the concrete composite materials were given as
a function of properties and volume ratio of the
following three components: fine aggregate, coarse
aggregate, and cement paste. In previous work
[18], a composite material was simulated by a homo-
geneous material with uniform stiffness ¢ and
distributing eigenstrains £;" in the domain of fine ag-
gregate and &,” in the domain of coarse aggregate,
respectivc]yfThe distributing eigenstrains £;* and
£," were calculated as )

(&) = a0, @

(g,°)=Bo®, 3)

o and B are shown in the Appendix B. ¢° is an ap-
plied uniform stress. The average elastic moduli
tensor of concrete composite materials, C, for a three-
phase composite material is given by

C=(C'+fi0+fB) (4)

where f; and f; are the volume ratio of fine aggregate
and coarse aggregate, respectively.

IV. RESULTS AND DISCUSSIONS

The characteristics of natural mineral aggregate
are derived from mineralogical composition of the
bedrock. The mineralogical composition of aggre-
gate affects its elastic modulus, which in turn influ-
ences the elastic modulus of hardened concrete. Many
researchers [9, 2, 3, 4, 6, 19] have investigated the

elastic modulus of aggregate. Even for the same min-

eralogical composition, the aggregate elastic modu-
lus may be different.

Single-inclusion cement-based materials can be
considered a two-phase composite material, i.e. be-
sides the matrix, fine aggregate or coarse aggregate
is the inclusion. Figs. 1 and 2 illustrate the elastic
moduli vs. water/cement ratio curves for the single-
inclusion cement-based materials with a constant ag-
gregate volume ratio of 0.58. Test results show that
the elastic modulus of single-inclusion cement-based
materials and cement paste decreases as water-cement
ratio increases.

Poisson’s ratio of cement paste and single-in-
clusion cement-based materials was assumed to be
0.2 (by changing the Poisson’s ratio from 0.16 to 0.3,

] Cement Paste + Fine Aggregate

=
[ r =

Cement Paste

15 T T T L) I
0.25 0.3 0.35
Water Cement Ratio (w/c)

Y T T T

Fig. 1. Elastic modulus of mortar vs. w/c curve.

337 Cement Paste + Coarse Aggregate
=
1 ® R

8 274

Elastic Modulu
n

Cement Paste

15 4+
0.25 0.3 0.35
Water Cement Ratio (w/c)

Fig. 2. Elastic modulus of single inclusion cement based materi-
als vs. w/c curve.

T T T T

the computed elastic moduli were not significantly
affected as tabulated in Table 4) for the computation
of the elastic modulus tensors of the matrix and the
composite. The volume ratio of sand or crushed stone
is 0.58. The elastic moduli of cement paste and
single-inclusion cement-based materials were experi-
mentally determined and are presented in Table 5. Eq.
(1) was used to calculate the elastic modulus of the
fine aggregate and coarse aggregate based on the
single-inclusion model and experimental results. The
computed elastic moduli of the fine aggregate and
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Table 4. The computed elastic moduli (Poisson’s ratio from 0.16 to 0.3)

Poisson’s ratio Poisson’s ratio Poisson’s ratio Elastic Modulus
of Paste of Sand of Gravel of Concrete (GPa)
0.16 0.2 0.2 29.219
0.18 0.2 0.2 29.202
0.20 0.2 0.2 29.195
0.22 0.2 0.2 29.199
0.24 0.2 0.2 29.213
0.26 0.2 0.2 29.238
0.28 0.2 0.2 29.275
0.30 0.2 0.2 29.325
0.2 0.16 0.2 29.204
0.2 0.18 0.2 29.197
0.2 0.20 0.2 29.195
0.2 0.22 0.2 29.197
0.2 0.24 0.2 29.204
0.2 0.26 0.2 29.216
0.2 0.28 0.2 29.233
0.2 0.30 0.2 29.255
0.2 0.2 0.16 29.204
0.2 0.2 0.18 29.197
0.2 0.2 0.20 29.195
0.2 0.2 0.22 29.197
0.2 0.2 0.24 29.204
0.2 0.2 0.26 29.216
0.2 0.2 0.28 29.233
0.2 0.2 0.30 29.255

Young’s modulus of cement paste: E,=21.43 GPa
Young’s modulus of fine aggregate: E=36.73 GPa
Young’s modulus of coarse aggregate: E,=36.95 GPa

Volume fraction of cement paste: 0.42
Volume fraction of sand: 0.29
Volume fraction of gravel: 0.29

Table 5. Elastic moduli of cement paste, mortar, and fine aggregate.

- Elastic Modulus, GPa

*Cement Paste **Cement Based Materials Aggregate
Designation (matrix) (two-phase composite) (inclusion)
(Experimental) (Experimental) (Theoretical)
SA 2491 31.09 36.63
SB 21.43 29.08 36.58
SC 18.71 27.50 36.97
Average=36.73
RA 24.91 31.037 36.51
RB 21.43 29.167 36.78
RC 18.71 27.730 37.55

Average=36.95

*Average of seven specimens
**Average of eight specimens
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Fig. 4. Elastic modulus of concrete vs. volume ratio of fine ag-
gregate/total aggregate.

coarse aggregate are tabulated in Table 5. The
average computed elastic modulus is 36.73 GPa for
fine aggregate and 36.95 GPa for coarse aggregate,
respectively. }

A three-phase composite with spherical inclu-
sions was also taken into account. In the theoretical
approach, the elastic moduli of cement paste and ag-
gregate, listed in Table 5, were used. Poisson’s ratio
of cement paste, fine aggregate, and coarse aggregate
was assumed to be 0.2. The volume ratios of fine
aggregate and coarse aggregate were calculated
from Table 3. The elastic modulus of concrete was
calculated from Eq (4) based on the elastic moduli,
Poisson’s ratios, and volume ratios of cement paste,
fine aggregate, and coarse aggregate. Figs. 3, 4 and
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Fig. 5. Elastic modulus of concrete vs. volume ratio of fine ag-
gregate/total aggregate.
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Fig. 6. Compressive strength of concrete vs. volume ratio of fine
aggregate/total aggregate.

5 show the relationships between the elastic modulus
of concrete and the volume ratio of fine aggregate
(S/A) for water/cement ratios of 0.26, 0.30, and 0.36,
respectively. The corresponding theoretical results
are also illustrated in the Figures. Since the elastic
modulus of fine aggregate and coarse aggregate is
very close (see Table 5) and the total volume ratio of
the aggregate is constant (A/C), the calculated con-
crete elastic moduli are almost the same (see Figs. 3,
4, and 5). In Figs. 3, 4, and 5, as the total volume of
aggregate is constant, the experimental concrete elas-
tic moduli are not significantly influenced by the S/A
ratios. )

Figure 6 displays the relationship between the
compressive strength of concrete and the S/A
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ratio for specimens with various water/cement ratios.
It appears that compressive strength of concrete is
not significantly affected by the S/A ratio in this study.

V. CONCLUSIONS

The elastic moduli of single-inclusion cement-
based materials are influenced by the elastic proper-
ties and the volume ratio of the matrix (cement paste);
fine aggregate or coarse aggregate. Based on the
single-inclusion model, the average elastic modulus
of fine aggregate and coarse aggregate can be
computed from the composite properties. In this
study, the average estimated elastic moduli of fine
aggregate and coarse aggregate are 36.73 GPa and
36.95 GPa, respectively. Since the elastic moduli of
fine aggregate and coarse aggregate are very close,
the concrete elastic moduli are not significantly af-
fected by the S/A ratio.
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ABSTRACT

This paper presents a stochastic, discrete fracture model to inves-
tigate the distance-dependent dispersion phenomenon in fractured rock.
Under imposed boundary conditions, the dispersion behavior of par-
ticles is observed. Simulated results demonstrate that the coefficient
of anisotropic dispersion tensor increases with an increasing traveled
distance. The anisotropic ratio of dispersion tensor is small and al-
most increased linearly with migration distance at early migration. The
anisotropic ratio has the trend to maintain constant or small variation
after a specified migration distance. It was also noted that the plume

of particles is elliptic.

I. INTRODUCTION

In recent years, investigations on solute trans-
port in fractured rock formations have become an in-
creasingly important topic, focusing primarily on
possible subsurface contamination by leakage from
radioactive and hazardous waste repositories. Previ-
ous studies on the subject of particle transport
(Berkowitz and Breaster, 1991, Lee et al., 1994; Lin
et al., 1997) have numerically certified that the aver-
age absolute travel distance of particles <r*> is pro-
portional to , where ¢ is the travel time and d is an
exponent value (= the slope of log <r’> vs. log 1).
These studies indicated that the critical exponent
value at a percolation threshold approximates to the
theoretic value of 1.27 provided by Sahami and
Imdakm (1988). However, Lin et al. (1997) pointed
out that below the threshold, the percolation of par-
ticle transport could happen at certain conditions, de-
pendent on the fracture geometric parameters and flow
pattern. Meanwhile, in the diagram of the exponent
value versus fracture parameter, a V-shape, distrib-

*Correspondence addressee

uted to the threshold, was found. This indicated that
the dispersion behavior of particle transport in the
fracture network may be related to not only the frac-
ture geometric parameters but also the migration dis-
tance. In this paper, the new index of particle travel
distance is defined to describe the distance-dependent
dispersion. The dispersion phenomenon is described
by using the exponent value and the index.

I1. DISPERSION CALCULATION

In this paper, the displacement-moment
approach is developed to estimate the relation be-
tween the dispersion coefficient and the travel
distance. At first, we define the time ¢ which is re-
quired for a particle to reach a distance r. The squared
distance r* was calculated for a particle at various
times:

rP=(x=x,)*+(y-y0)’ (1

where x and y are the coordinates of the particle
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at time f, and x, and yg are the coordinates of the
injection point, respectively.

On the other hand, for examining the anisotropy
of dispersion, Schwartz and Smith (1988) and
Way and McKee (1981) proposed a generalized theory
of anisotropic dispersion in two-dimensional fracture
networks. A straightforward procedure was provided
to calculate components of the anisotropic dispersion
tensor Dj; for the fracture network subject to flow with
a specific gradient, as shown in the following.

D _D_

D -[ wo (2)
D..D

D =(<xx>=2<xt><x>l<t>+<tt><x><t>1)/(2<t>) (3)

D= Dy =(<xy>—<xt><y>/<t>—<yt><x>/<t>

F<tt><><y>/<t>2)/(2<t>) 4

D).).=(<yy>—2<yt><y>/<t>+<tt><y>2/<t>i)/(2<t>). (5)

Once Dy, D,, and Dy, have been calculated, the ma-
jor and minor dispersion tensor can be expressed as
(Way and Makee, 1981)

0.5

D, =D, +D)2+[D,~D,Y+4D2] 12 (6)
0.5

Dy =D +D, )2~ (D,,~D,) +4D%) 12 7

Thus , the 2-D dispersion tensors and anisotropic ra-
tio, defined as D,;/D,,, respectively can be calculated
from the stochastic description of particle spreading,
and the behavior of particle transport can be observed.
The anisotropic ratio D;/D,; provides a thorough
understanding of the dispersion variability of anisot-
ropy in fracture networks when the slope of In <r*>
vs. Int was known.

IV. METHODOLOGY

A two-dimensional and irregular fracture net-
work with imposed boundary condition was consid-
ered as shown in Fig. 1. Flow was assumed only to
be through the fractures. This model is similar to the
one adopted by Smith and Schwarts (1984). The stud-
ied domain was arbitrarily limited to a square of
LxL=50 mx50 m with two orthogonal sets of frac-
tures, which were numerically generated. A fracture
was regarded as a “gap” between two parallel planes.
The fractures were of equal length in each realiza-
tion except that the fractures were truncated in the
boundary. The fracture aperture was considered to
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Fig. 1. (a) Original of the conductible network, and (b) Backbone
of the fracture network in (a). i

be constant. The fracture spacing was represented as
the average interval between every two adjacent
fracture centers projecting on the boundary in a real-
ization. One set of fractures was projected on the
horizontal boundary and another set was projected on
the vertical boundary. The hydraulic boundaries were
arbitrarily designated at a constant head of 20 m for
side 1, and a constant head of 18 m for side 2. No-
flow boundaries were designated for side 3 and side
4 as shown in Fig. 1(a). Fig. 1(b) depicts a sample
realization of the conductible networks labeled with
boundary conditions. The detailed processes of gen-
erating fractures can be obtained from our previous
study (Lee et al., 1994).
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In order to investigate transport properties
against fracture geometric parameters, fracture net-
works generating with several fracture spacings and
fracture lengths were simulated. Transport proper-
ties in thirty realizations of conductible networks with
a fracture spacing and a fracture length were aver-
aged to achieve a basic statistic requirement. Flow
rates through the fracture network were determined
from the volumetric balance equations written for
each node, requiring that the algebraic sum of the
fluxes at a node equal zero. The Hagen-Poiseuille
law was invoked for calculating of the rate of flow
through a fracture. If we assume the domain has a
unit thickness e, the flow rate in each fracture is given
by

Q=epgh®Ah/(1 2;1;Lf) (8)

where p is the density of considered liquid , g is the
gravity acceleration, b is the fracture aperture, Ly is
the fracture length, p, is the dynamic viscosity of the
fluid, and Ah is the head difference between the
inlet and outlet of the fracture. In this paper b is as-
signed a value of 0.1 mm with no variation. A volu-
metric balance equation, written at each node, leads
to a set of linear algebraic equations. This system is
solved under the imposed boundary conditions,
thereby providing pressure at each node in the net-
work. Then, introducing the fracture apertures, the
flow rate and fluid velocity were calculated in each
fracture.

Injection of particles was performed at one of
the boundary inlets that possessed a relative maxi-
mum flow rate. Two reasons to make such a choice
are: (1) the extremely uneven flow leading to a con-
centration of the flow to certain preferred flow paths
(Nordqvist et al., 1992) so that the particles were as-
sumed to travel in the preferential path, i.e. the path
of maximum flow rate; (2) the path with the greatest
velocity was considered, and thus largest maximum
flow rate caused the greatest velocity when the aper-
ture was constant.

Following this solution, a random walk process
was analyzed, governed by the flux regime in the net-
work. Monte Carlo simulations were performed to
track particles through the system, which simulated
the movement of tracers carried by a flowing phase.
The random walk process was based on the direction
of flow and discharges in the fractures. When a par-
ticle left a fracture and entered a node, the adjoining
fractures were examined to recognize whether or not
their flow direction was away from the node. The

particle then moved into one of these fractures with

the probability of entry into each fracture proportional
to its flow rate. This probability-aimed procedure is
called the Monte Carlo simulation. Repeating this

procedure enables the motion of a large number of
particles to be tracked throughout the network. Com-
puter simulations of the random walk were performed
with 1000 particles tracked through the fracture sys-

“tem in each case.

In order to investigate dispersion coefficients,
we needed to ensure that no particle passed through
the fracture boundary. The following three proce-
dures should be performed. Step one, particles are
released from upstream boundary for all realizations.
Step two, the travel time of particles arriving at the
downstream boundary are recorded. Step three, the
shortest one among the recorded times is selected and
defined as the maximum duration for the particle to
travel in each realization. The purposes of these pro-
cedures ensure no particle passing through the down-
stream boundary, and thus the dispersion coefficient
can be estimated.

For the convenience of comparing between the
dispersion coefficient and various fracture geomet-
ric parameters, a distance index RI (unit: length) is
defined as

RI=X,xT/15) 9)

where X, is the length of domain in the direction of
macroscopic hydraulic gradient, T is the time for par-
ticles to travel, tsqis the 50% break-through time of
particles and t, is the average time of 30 realiza-
tions of tsq. RI can be regarded as the average dis-
placement in the x-direction. The x-direction is the
direction of the macroscopic hydraulic gradient.

A computer code was written in FORTRAN to
complete our work. Since the calculations were many
and time-consuming, the program was run on a large
computer station (VAX9420).

IV. RESULTS AND DISCUSSION

To investigate the dispersion phenomenon in
saturated fracture networks, three mean fracture spac-
ings (8=0.2 m, 0.30 m, 0.35 m) are generally selected.
A network with relatively long fractures, small spac-
ing or both, is called a “dense fracture structure”. On
the contrary, a network with relatively short fractures,
large spacing or both, is called a “sparse fracture
structure”.

Figure 2 indicates that the slope values of In<r>
vs. In<z> with various spacings (5=0.3 m, 0.35 m,
0.45 m, 0.5 m and 0.6 m) have a range between 1.27
and 1.66. A V-type track can be observed in each
fracture spacing. A minimum value close to 1.27 ex-
ists, which closely matches the theoretical value of
1.27 provided by Sahami and Imdakm (1988). Mean-
while, increasing the fracture length with each frac-
ture spacing decreases the slope value, and then after
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Fig. 2. Relationship between the slope values of In<r®> vs. In<r>
and mean fracture lengths for various mean fracture spac-
ings S.

a minimum value of slope value, increasing the frac-
ture length increases the slope value. This finding
suggests that when the fracture length is extremely
long (i.e. particles are transported only in a single
fracture) or the fracture spacing is very small (i.e.
particles are transported in very dense fracture net-
work), the flow in the network becomes one-dimen-
sional. Notably, one-dimensional transport has a
slope value of 2 (Lin et al., 1997).

Figure 3 represents the effect of fracture length
on the anisotropic dispersion, illustrating the relation
between D), and RI. Figs. 3b, 3d and 3f show the
relation between the standard deviation of D|; and
RI. They indicate that Dy, seems to linearly grow
with the growth of RI as the standard deviation of
D), maintains an approximately constant value after
particles migrate a specific distance. A fracture net-
work with a longer fracture length has a larger Dy,
and a larger variation of D;;. A fracture network with
a small fracture spacing seems to have a larger D,
but this result is not clear. That is, a dense fracture
structure could has a larger D;, as shown in Fig. 3.

Figures 4a-4f summarize the relation between
Dy, and RI in various assembles of fracture param-
eters. When R/ is small, D5, has a trend to grow lin-
early with the growth of RI. However, D5, is likely
to be constant when R/ exceeds a certain length for
the cases of the longer fracture lengths (e.g. Fig. 4c,
L=14 m; Fig. 4e, L=10 m and L=14 m). As RI in-
creases, the standard deviation of D,, decreases and
then almost becomes a constant. This finding sug-
gests that a dense fracture structure leads to a smaller
value of D»,.

Figure 5 depicts the relation between the aniso-
tropic ratio and RI with various fracture spacing. It
indicates that the anisotropic ratio is small and nearly
increased linearly with migration distance at early
moving of the particles. In each case of Figs. 5a, 5b
and 5c, the anisotropic ratio seems to remain constant
or a small variation occurs after particles migrate a
specified distance. This implies that there is an unique
plume transport behavior after particles travel a long
distance. By comparing Figs. 5a, 5b and 5c¢ with the
constant R] value, a dense fracture structure (i.e. small
fracture spacing) leads to a larger Dy/D;,.

VI. CONCLUSION

This paper applies the discrete fracture approach
to investigate the distance-dependent dispersion phe-
nomenon in fractured networks. Under the imposed
boundary conditions, the dispersion is a function of
travel distance. The plume in a dense fracture struc-
ture is flatter since Dy, is much larger than Dy,. The
anisotropic ratio of dispersion tensor is small and al-
most increases linearly with migration distance at
early migration. The anisotropic ratio has a trend to
remain constant or exhibit small variation after par-
ticles migrate a specified distance. In the dense frac-
ture structure there is a larger D;;/D»s.
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NOMENCLATURE

b fracture aperture (L")

dispersion coefficient tensor (L* T™")

D)) major principal dispersion coefficient (L2 T"')
D,;  minor principal dispersion coefficient (L* T™)
e domain thickness (L)

g gravity acceleration (L2 T")

L length scale over which dispersion is studied

(L)
Ly fracture length (L)
L mean length of fractures (L)

Ah head difference across the fracture (L)
Q fracture flow rate (L° T')

r distance traveled by a particle (L)

RI distance index (L)

S mean fracture spacing (L)

T maximum time for particles to travel (7)
t time (7)

tsg 50% break-through time (7)
tso  average 50% break-through time (7)
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